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CHAPTER 1: SPATIAL AND TEMPORAL DIMENSIONS OF EXTREME RAIN EVENTS IN INDIA

Jagdish Krishnaswamy and Srinivas Vaidyanathan

1.1: INTRODUCTION

Rainfall in India has been declining since the 1950s, even as intense rains have become more frequent (Krishnan et al. 2013; Bollasina et al. 2011; Krishnaswamy et al. 2015; Goswami et al. 2006). These trends have been linked to global warming; teleconnections such as La Nina and Indian Ocean Dipole (IOD); warming of Indian Ocean relative to land (Turner and Annamalai 2012; Saji et al. 1999; Ashok et al. 2004; Cherchi and Navarra 2013; Kumar et al. 1999; Roxy et al. 2015). Additionally, a second set of drivers that include aerosols and land-use change (Bollasina et al. 2011; Douglas et al. 2009; Kishtawal et al. 2010) are known to affect rainfall and its intensity. There is increasing concern in India on the impacts arising from the variability in rainfall levels as well as the increasing frequency of extreme rainfall events (Ghosh et al. 2012; Goswami et al. 2006).

Rainfall in India and the associated high intensity rain events are largely confined within the period of June to November, primarily governed by the South-West Monsoons (SWM) and North-East Monsoons (NEM), each with their spatially coherent signatures (Kripalani and Kumar 2004). Both these Monsoons have distinct, complex and evolving relationships with the two main ocean-atmosphere phenomena, the El Nino Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD) (Ashok et al. 2004; Saji et al. 1999). La Nina, the positive phase of ENSO is often beneficial for the SWM, especially in the latter half (Gill et al. 2015; Xavier et al. 2007). Positive IOD helps mitigate the negative effects of El Nino on Indian Monsoon and is linked to extreme rainfall events (ERE) in non-El Nino years (Ashok et al. 2004). However, there is concern that warming of oceans and the atmosphere, changes the spatial and temporal influence of these phenomena in complex ways (Krishnaswamy et al. 2015; Roxy et al. 2015). In this context, the increasing spatial variability in rainfall is a matter of major policy concern in India (Kishtawal et al. 2010; Singh et al. 2014).

A spatially explicit analysis of changes in the strength of linkages between intense rain events in India and these ocean-atmosphere phenomena will provide insights into other potential drivers of rainfall trends, and for vulnerability analyses under future climate change (Kumar et al. 2011). This could also provide impetus to develop regional forecast models, rather than country wide forecast models with poor prediction skills. Using time-varying regression models on spatially explicit rainfall data we determine areas witnessing an increase or decline in intense rain events.

1.2: METHODS

The annual NINO4 (average SST over 160°E to 150°W and 5°S to 5°N), an ENSO index based on the Extended Reconstructed SST dataset (ERSSTv3) was used. This index was chosen based on recent results which showed this region to have a stronger teleconnection with IM (Kumar et al. 2006). The sign of the index was reversed to give a positive correlation with IM rainfall. Positive values correspond to La Nina, which is associated with higher IM rainfall.
The IOD index is the difference in anomalies in sea surface temperature (SST) between the western (50°E to 70°E and 10°S to 10°N) and eastern (90°E to 110°E and 10°S to 0°S) tropical Indian Ocean (Saji et al. 1999).

To analyze long-term temporal trends in EREs we aggregated data for the entire country (1901 – 2006) using the gridded dataset from Indian Meteorological Department (Rajeevan et al. 2006) ERE frequencies for each year were computed as the number of days for which rainfall exceeding thresholds of 25, 50, 100, 150 and 200 mm per day.

For the spatially explicit analysis we used the APHRODITES's daily gridded data (1951-2007), the only long-term, continent scale, high resolution daily product (0.25°) which is now being used to determine changes in Asian monsoon precipitation (Yatagai et al. 2012). ERE frequencies for each grid cell was computed as the number of days for which rainfall exceeded the 100mm threshold. Additionally, for each cell we defined intense rain as an event, if the daily rainfall total equaled or exceeded the 90% percentile of daily totals during the period 1951-2007.

A spatially explicit version of dynamic models was developed to analyze intense rainfall-LaNina/IOD relationships for each grid. For every APHRODITE grid cell in India, we constructed the time-series of annual counts of intense rain events with the corresponding NINO4 and IOD indices. In these models the regression parameters, the time varying intercept or level (β0t) and the regression slopes (β1t,β2t ) change with time for every APHRODITE grid in India.

Dynamic regression of ERE against the covariates for each grid for the period 1951-2007 yielded 57 time-varying intercepts and slopes. We estimated the Sen slope (Sen 1968) for the original time-series as well as time-varying intercept and the regression slopes for La Nina and IOD. P-values were estimated to map areas with significant (p<0.1) monotonic trends.

1.3: KEY FINDINGS

The temporal trend in ERE counts at various thresholds indicates that rain events greater than 100 mm have increased in the last 100 years. The time-varying regression intercept (Fig 1(a-e)) indicates multi-decadal variability, and highlights an overall increasing trend in EREs of 100, 150 and 200 mm exceedance since the early 1900s. However, there is a lot of variability in recent decades. Earlier studies across multi-decadal scales have shown a similar increasing trend in EREs over the Indian subcontinent (Goswami et al. 2006; Rajeevan et al. 2008). The time varying slopes of NINO4 and IOD can be seen in Fig 1(f-j) and Fig 1(k-o), respectively. The influence of IOD has been increasing, while that of NINO4 has been declining, over the last few decades, particularly for the higher exceedance thresholds. The non-stationarity in the influence of NINO4 and IOD on the IM and corresponding EREs is quite clear from DLM – they both point to an increasing influence of IOD on EREs since the 1940s with the slope changing from negative to positive, albeit with a high degree of uncertainty.

At lower exceedance thresholds (25, 50mm day-1), IOD has an influence on frequency of EREs only in its positive phase, but for higher exceedance thresholds, the positive influence of IOD is evident across the range of the IOD index values (Fig 2). Thus, IOD is more important for influencing EREs at higher exceedance levels. Furthermore, for the higher exceedance EREs there is a pronounced non-linear dip in the influence of IOD at the higher end, possibly suggesting the inhibiting influence of un-modelled processes or the influence of different physical processes when compared to lower thresholds.
Figure 1-1 Reproduced from (Krishnaswamy et al. 2015). Time-varying influence of NINO4 and IOD on the annual counts of EREs (square root transformed) for the periods 1901-2004 at different daily exceedance thresholds (25mm, 50mm, 100mm, 150mm and 200mm). The time-varying level and regression slope coefficients are plotted (red lines) along with 25th (green line) and 75th intervals (blue line). The first column (a-e) plots the time-varying level or intercept. The third column (f-j) shows the time-varying regression slope coefficient of ERE with NINO4, while the last column (k-o) shows the regression coefficient slope of ERE against IOD. Note the increasing influence of IOD in recent decades relative to earlier periods.
Nonlinearities in the relationships are quite apparent. Positive values of IOD are generally associated with an increase in ERE counts (all results were significant at $p < 0.001$), but for 100mm and above, EREs increase with the IOD index, but flatten out at positive IOD values, suggesting that local or regional drivers in addition to the two ocean-atmosphere phenomena could be influencing occurrence of very high EREs.

Figure 1-2 Reproduced from (Krishnaswamy et al. 2015). Non linear response of ERE counts to NINO4 and IOD. Modeled ERE counts as a function of NINO4 (a-e) and IOD (f-j) for time periods 1901-2004 for rainfall exceedance thresholds of 25mm (row 1), 50mm (row 2), 100mm (row 3), 150mm (row 4) and 200mm (row 5). The solid lines represent the fitted values of ERE counts as a function of either NINO4 or IOD based on Generalized Additive Modeling, while the shaded areas represent the standard error bands. IOD emerges as the more monotonic and consistent driver of EREs especially at higher exceedance thresholds.
When we consider spatial trends in annual counts of daily totals exceeding 100 mm day$^{-1}$, the significant trends are few (0.75% of the land area) and scattered across India (Figure 3a).

However, once the influence of ENSO and IOD is accounted for, the time-varying intercept (Figure 1-3b) shows that there are pockets of scattered positive (9% of the land area) and negative trends (11%). Both these ocean atmosphere phenomenon have strong influence on intense rain events in the Western Ghats and Indo-Gangetic plains (Figure 3c-d). Over 25.6% of land area across India shows positive trends for IOD compared to ENSO (21.6%). However, land area showing negative trends with respect to IOD and ENSO are exceeding areas showing a positive trend (30.7% and 24.3% respectively).

Figure 1-3 Adapted from Krishnaswamy and Vaidyanathan inprep (a-d) Sen slope trends in the time-varying intercept and regression slopes for La Nina and IOD from the spatial explicit modeling of ERE against La Nina and IOD as covariates. The trends in the time-varying intercept suggest that once the influence of the two ocean-atmosphere phenomena are modeled out, nearly 10% of India is witnessing an increasing trend in rain events$>100$mm/day. However, the influence of La Nina and IOD is not spatially coherent.
Instead of uniformly applying the 100mm threshold across the country, we defined intense rain as an event if the daily rainfall total equaled or exceeded the 90% percentile of daily totals during the period 1951-2007. The overall patterns and trends are similar to results from the 100mm threshold (Figure 1-4), there is a lot more spatial coherence in areas showing positive (16% of the land area) and negative trends (30% of the land area). EREs are increasingly being defined in terms of their impacts in certain regions or under specific antecedent moisture conditions, and the carrying capacity of the ecosystem rather than based only on absolute or relative values (Pielke and Downton 2000). For example, in the Himalayas, 25 mm day-1 is considered a critical threshold for the occurrence of major landslides once adequate antecedent moisture has accumulated (Gabet et al. 2004). Similarly, other global and regional studies, which define heavy and extreme precipitation for studying long-terms trends or impacts of

**Figure 1-4** Adapted from Krishnaswamy and Vaidyanathan inprep (a-d) Trends in the time-varying intercept and regression slopes for La Nina and IOD from the spatial explicit modeling of ERE, defined using the 90th percentile of daily totals against La Nina and IOD as covariates. There is a systematic increase in the spatial coherence when compared to the static threshold of 100mm.
climate change, have classified events of 25 mm day$^{-1}$ as extreme events (Zhai et al. 2005; Groisman et al. 1999; Hennessy et al. 1997).

Irrespective of the threshold, this still leaves large areas that do not show any significant monotonic trend in the influence of these two drivers on annual counts of intense rain events. The lack of spatial coherence in both indices, suggests that other local and regional drivers are more influential on frequency of intense rain events.

Analysis of rainfall extremes & rainfall-runoff response with respect to meteorological characteristics (Figure 1-5) show contrasting monsoon rainfall totals with Aghnashini at 6457 mm and Nilgiris at 2807 mm. The primary data collected during the project suggested that Aghnashini exceed Nilgiris twice the number of extreme rainfall events.

![Figure 1-5: Mean of rainfall per minute for rain gauges in both Aghnashini and Nilgiris. Results also indicate that the potential for predicting maximum rain intensities using daily rain totals is still not established unless we can further tease apart the factors that could influence this relationship over time and space (Figure 1-6).](image)
Figure 1-6: Daily rainfall total for Aghanashini (a & b) and Nilgiris (c & d), on X axis and maximum daily hourly rain intensity recorded on same day on Y axis. There is a positive relationship but the uncertainty and variability in the relationship increases to very high magnitude at higher daily totals, potentially caused by changes in synoptic rain generating mechanisms as the Monsoon progresses, as well as, differences across pre-Monsoon, SW Monsoon and NE Monsoon contributions to rain.

1.4: CONCLUSION
1. Long-term historical data on intense rain events aggregated over the entire country shows an increasing trend in such events. However, the spatio-temporal trends indicate pockets of increase and decrease suggesting that intense rain events are getting restricted to certain parts of the country. Additionally, the spatio-temporal influence of ENSO and IOD suggests that other local and regional drivers are more influential on frequency of intense rain events, except perhaps in the Western Ghats. Our work suggests that the spatially-explicit time-varying influences of major drivers of the Monsoon and EREs such as the ENSO and IOD needs to be considered in assessing which parts of the country are more prone to these influences in order to develop a more region specific forecast.
2. Number of extreme rainfall events in the Aghanashini basin is higher than the Nilgiris basin.
3. The potential for predicting maximum rain intensities using daily rain totals is not yet established unless we can further tease apart the factors that could influence this relationship over time and space.

1.5: REFERENCES


Kumar, K. K., B. Rajagopalan, and M. A. Cane, 1999: On the weakening relationship between the Indian monsoon and ENSO. Science, 284, 2156–2159.


CHAPTER 2: SYNOPTIC TYPOLOGY OF RAINSTORMS IN THE WESTERN GHATS: HYDROLOGIC IMPLICATIONS

Naresh Vissa, Mike Bonell, Nick A Chappell, Wlodek Tych, Page Trevor, Jagdish Krishnaswamy, Ravinder Singh Bhalla, Srinivas Vaidyanathan

2.1: INTRODUCTION

Western Ghats (WG) are the narrow chain of mountains running parallel to the west coast of India of about 1500 km from Kanyakumari (southern tip) to river Tapi (northern tip) with the exception of Palakkad Gap. Deccan Plateau is situated at the eastern side of the WG, over Deccan Plateau major rivers such as Godavari and Krishna flows towards the east coast of India. Notable features influencing regional atmospheric dynamics include the coastal highlands of the WG. Precipitation is more dominant across the latter, and is characterised by deeper and larger-scale systems (Shrestha et al., 2015). South Eastern Arabian Sea (SEAS) has a significant influence on the meteorology and results of this work. For example, during the winter season thick ocean barrier layer and temperature inversions are the prominent features of the SEAS (Thadathil et al., 2008; Vissa et al., 2013). The extent of BL in the SEAS can be used as a predictor for the onset of summer monsoon (Masson et al., 2005). From February to May sea surface temperatures (SST) in the SEAS region exceeds more than 29° C, which has been refereed as the Arabian Sea mini - warm pool (Vinayachandran et al., 2007) and thus during pre-monsoon (May) season, SEAS are considered as the warmest region in the world (Joseph, 1990; Vinayachandran et al., 2007). Under the influence of strong monsoon winds the circulation of the AS ocean switches direction annually (Beal et al., 2013). Rainfall patterns over the west coast of India are significantly impacted by the convection of the AS (Francis and Gadgil, 2006).

Over the WG, annual rainfalls exceed 5000mm with a marked concentration (~80%) occurring in the months June-September, and associated very sharp isohyetal gradients in line with the very complex topography, as reviewed by Gunnell, (1997). The marked rainfall gradients (and associated complex geology and soils) result in the WG being a global biodiversity ‘hot spot’ linked with a range of forest-types supplemented by a major reforestation programme (Pascal, 1982; Menon and Bawa, 1997; Ramchandra et al., 2004; Sen et al., 2010; reviewed in Bonell et al., 2010). This area also includes a diverse range of agricultural activities and occupied by over 150 million people. All of these functions and communities are vulnerable to extreme rainfall events (and thus floods) which have been reported to be increasing in frequency or projected to do so in India with global warming (Goswami et al., 2006; Rajeevan et al., 2008, Ghosh et al., 2012). Thus a better understanding of the spatial and temporal changes in diurnal and characteristics of rainfalls across seasons towards the identification of the most rainfall impacted areas during extreme events and in turn, flood generation is crucial. In addition, such work may better identify the more favourable areas for rain-fed agriculture, especially during the pre-monsoon when early crop growth is critical. In this context the present chapter is intended to understand the characteristics of extreme rainfall events over WG.
2.2: OBJECTIVES

Main objective: To couple the synoptic and mesoscale meteorology with the spatial and temporal dimensions of Extreme Rainfall Events (ERE) in the Western Ghats (Karnataka and Tamil Nadu States): hydrologic responses

To accomplish the main objective the following component objectives are examined

1.1. Component objectives - the spatial dimension:
- Over the diurnal cycle (& its seasonal evolution), identify hot spots of rainfall activity over Western Ghats using the recent TRMM 3B42 v7 observations (1998-2015) at the mesoscale – to identify likely hot spots of flood incidence

2.1.2 Component objectives - the temporal dimension:
- Typing rain-producing, synoptic-scale systems over the Western Ghats based on satellite outgoing long-wave radiation (OLR) at 0.25 degree and half hourly resolutions.

2.3: THE STUDY AREA AND ITS GEOGRAPHIC LIMITS

The topographic (GTOPO30) map of the study area and the names of various locations are shown in Figure 2-1. The study area comprises the geographical boundaries surrounding 8° N - 23° N and 70° E – 78° E; it consider the regions South Eastern Arabian Sea (SEAS), Western Ghats (~ 8° N – 22° N) and Deccan Plateau.

2.4: DATA AND METHODOLOGY

2.4.1: Diurnal cycle of rainfall

In the present study we have utilized rain rates from the latest release of Tropical Rainfall Measuring Mission (TRMM) 3B42 version 7 (V7) available at three hourly with the grid being at spatial resolution of quarter degree (0.25° x 0.25°) for the period 1998-2015. The three hour time block rain rates are the three hourly averaged values centred at the middle of each hour period. The 3B42 algorithm is an optimal product, it considers the various high quality microwave and infrared estimates from different multi satellite passive microwave and geostationary estimates at every three hour interval (for more information about 3B42 algorithm see http://trmm.gsfc.nasa.gov/3b42.html).

2.4.2: Rainfall indices

Following Varikoden et al., (2011, 2012) rainfall frequency or occurrence maps at different octets (0230, 0530, 0830, 1130, 1430, 1730, 2030, and 2330 LST) (LST is UTC + 0530 hrs.), are developed for each of the four seasons. In the present study, at each grid point (i.e., at scale 0.25° x0.25°), is counted as a rainy day when rain occurs at any hour during that particular day. Rainfall frequency for each octet is expressed in terms of a Rain Frequency Percentage (RFP) at each grid point. The RFP suggests the occurrence of rainfall at that particular hour during in that season as a percentage of the total number of rainy days.

\[
RFP = \frac{RN_h}{N} \times 100
\]

Where N represents the total number of rainy days in a particular season at a particular grid point, and RN_h represents the total number of rain occurrences at that particular hour. Thus the higher the percentage implies that the chance of rain occurrence is much higher for a particular octet.
2.4.3: Synoptic typology of rain storms in the WG

In order to investigate our secondary aim, each discrete storm period was classified as a type of synoptic or mesoscale meteorological event, rather than the typical active and break phases describing wet and dry periods within the monsoon. This was achieved using Outgoing Longwave Radiation (OLR) data from the Indian Satellite ISRO Kalpana I and India Meteorological Department (IMD) reports, using the method described in (e.g. Madan et al. 2005; Francis and Gadgil, 2006) to classify each period into the following synoptic classes, or hybrids/variants of these classes: Tropical Convergence Zone (TCZ); off shore convection (OSC); TCZ embedded with OSC and low pressure systems. As an objective method for identifying storm periods, wavelet analysis of catchment average rainfall was employed.

Wavelet analysis was chosen as it is a robust method for irregularly distributed signals in time, which also have nonstationary power at different frequencies (Daubechies 1990): as is the case
for rainfall. Specifically, Mortlet wavelet transformations were used within the software detailed by Torrence and Compo (1998), which allows significant storm periods (i.e. statistically significant from the wavelet analysis) to be delineated. This method was employed to Aghanashini and Nilgiris basin for the period 2013-2014 filed campaign TBRG one-hourly rainfall data.

2.5: KEY FINDINGS

2.5.1: Diurnal cycle of rainfall over WG

The diurnal cycle of the maximum RFP and time of primary peak during different octets of the pre-monsoon and monsoon are shown in Figure 2-2.

![Figure 2-2: The diurnal cycle of the maximum RFP (top panel) and time of the primary peak during different octets (bottom panel) of the pre-monsoon and monsoon seasons.](image)

During the pre-monsoon and monsoon season, late-evening to early morning peak is evident over the SEAS, although more predominant during the monsoon season. Findings are
concurrent with the Yang and Smith (2006). Over the WG mid-to-late afternoon peak is evident, more significantly during the pre-monsoon season due to the occurrence of thunderstorms (Kandalgaonkar et al., 2005; Vishnu et al., 2013) which are associated with deep and convective cores (Romatschke and Houze, 2010) which could contribute to these hot spots. Subsequently an eastward shift in activity is observed at 1500 and 1800 UTC octets, these events could be attributed to nocturnal thunderstorms triggered by a low level jet (Prabha et al., 2011) during pre-monsoon season. The boundary layer, low level jet induced moisture convergence could be one of the mechanisms responsible for the nocturnal rainfall peak (Murthy et al. 2013) during monsoon season. During monsoon season, an18-year mean and active monsoon periods rain shadow is apparent over the Deccan Plateau (leeward side of the WG). In the present study possible drivers of the diurnal cycle of rainfall over the oceans and continental regions are explored using recently reported observational and modelling studies. This would be useful as such mountainous areas are also the source of floods leading to potentially downstream loss of life or crop damage or inflows of fresh-water, sediment and nutrients into estuaries and coastal and marine environments . Thus the identification of ‘hot spots’ of preferred high rainfalls during extreme events is required as part of flood forecasting.

2.5.2: Storm typing from OLR and wavelet analysis

Using wavelet analysis, OLR maps analysis and IMD synoptic charts information extreme rainfall events are categorized. Synoptic class for the periods over the basins is classified following Francis and Gadgil (2006).Storm typing for the Aghanashini and Nilgiris basin are given in Table 2-1 & 2-2. Storm typing was done for the composite hourly rainfall datasets for the each basin.

<table>
<thead>
<tr>
<th>Year</th>
<th>Storm duration</th>
<th>Storm type</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>6 June 2013 to 16 June 2013</td>
<td>Tropical Convergence Zone (TCZ)</td>
</tr>
<tr>
<td></td>
<td>28 June – 8 July</td>
<td>Off-shore convection (OSC)</td>
</tr>
<tr>
<td></td>
<td>17 July – 3 August</td>
<td>TCZ embedded with OSC</td>
</tr>
<tr>
<td></td>
<td>16 – 19 August</td>
<td>TCZ</td>
</tr>
<tr>
<td></td>
<td>15 – 22 September</td>
<td>TCZ – monsoon retrieving phase</td>
</tr>
<tr>
<td></td>
<td>11-Jul-2014 to 23-Jul-2014</td>
<td>OSC with Low Pressure</td>
</tr>
<tr>
<td></td>
<td>24-Jul-2014 to 25-Jul-2014</td>
<td>Local convection</td>
</tr>
<tr>
<td></td>
<td>26-Jul-2014 to 08-Aug-2014</td>
<td>OSC</td>
</tr>
<tr>
<td></td>
<td>23-Aug-2014 to 01-Sep-2014</td>
<td>Tropical Convergence Zone (TCZ) with OSC</td>
</tr>
</tbody>
</table>

Over the Aghanashini basin the synoptic systems are associated with extreme rainfall events are largely OSC, TCZ and local convection. Over the Nilgiris basin, extreme rainfall events are mostly associated with the active phases of monsoon, onset and retrieval phase of monsoon season. Daily OLR maps over the Western Ghats for the period 2013-2014 are shown in Figure 2-3.
Table 2-2 Synoptic events classification for Nilgiris basin

<table>
<thead>
<tr>
<th>Year</th>
<th>Storm duration</th>
<th>Storm type</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>2 – 4 June TCZ – monsoon onset phase</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 – 15 June TCZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18 – 29 June OSC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-5 July OSC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15 July – 8 August TCZ embedded with OSC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 – 10 September TCZ</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>16-Jun-2014 to 22-Jun-2014 OSC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>05-Jul-2014 to 06-Jul-2014 TCZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>09-Jul-2014 to 26-Jul-2014 OSC with Low Pressure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>28-Jul-2014 to 09-Aug-2014 OSC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11-Aug-2014 to 12-Aug-2014 TCZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>28-Aug-2014 to 02-Sep-2014 TCZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>27-Sep-2014 to 28-Sep-2014 TCZ</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-3: OLR maps for the extreme rainfall events based on storm classification for the Aghanashini basin.
2.6: REFERENCES


Pascal JP. 1982. Bioclimates of the Western Ghats on 1/500,000, 2 sheets, Institut Français de Pondichéry, Travaux de la Section Scientifique et Technique, Hors série No. 17.


CHAPTER 3: MODELLING STORM FLOW IN SUB-SURFACE FLOW DOMINATED SYSTEMS OF THE WESTERN GHATS

Nick Chappel, Tim Jones, Wlodek Tych, Jagdish Krishnaswamy

3.1: NEED FOR INNOVATION IN FLOOD MODELLING

Within most Indian and indeed global catchments, the rainfall to streamflow response is nonlinear, in that the addition of a particular amount of rainfall to a catchment does not always produce a consistent amount of streamflow (even if evaporation is consistent between periods). The theory established in Engineering Hydrology for the last 80 years or so, is that this nonlinearity arises from variations in the amount of soil moisture content that affects the rate of infiltration, and so amount of overland flow on slopes that has failed to infiltrate. The closer is the soil to saturation at a particular point in time, the greater the amount of overland flow produced (Horton, 1933). The overland flow produced by this mechanism is then assumed to be linearly related to the amount of overland flow and streamflow produced, with the whole process described as the Unit Hydrograph concept (Sherman, 1932). Most flood forecasting models used around the world, e.g., HEC-1 in the USA or PDM (in ISIS) in the UK are based on these assumptions, and combine a transformation of the rainfall due to varying soil moisture content (i.e., an initial nonlinear component) with linear overland flow routing on slopes to predict flood flows observed in upstream channels.

Since the 1930s forest hydrologists have challenged the generality of this explanation of the primary cause of rainfall to streamflow nonlinearity, presenting evidence that overland flow on slopes does not need to be present in catchments to produce flood flows (e.g., Hursh, 1944), yet the responses are still non-linear. Over the decades the evidence has grown to show that in many catchments rainfall reaches channels during floods almost entirely by subsurface flow pathways and this has been particularly clear for forested catchments (e.g., Bonell and Balek, 1993; Kumagai et al., 2017).

More recently researchers have demonstrated that at the same soil moisture content or catchment wetness the flood response may not be linear, but nonlinear with respect of the time-distribution of rainfall intensity, i.e., type of rainfall event (e.g., Rodríguez-Iturbe et al., 1982). Such a rainfall-related nonlinearity (separate from the acknowledged effects of wetness-infiltration nonlinearity) is not explicitly incorporated into current flood models. If such rainfall-related nonlinearities are significant, then the effect of more extreme types of rain-event on flood magnitude and flashiness would be under-predicted by current models. The importance of studying the role of rain-event types on the magnitude of flood responses has been highlighted by only a few researchers, notably Professor Mike Bonell whilst leading tropical hydrological research programmes at UNESCO and after (e.g., Bonell and Balek, 1983; Bonell and Callaghan, 2008; Chappell et al., 2012), but this has yet to receive the acknowledgement and incorporation into flood models that it potentially warrants.

One of the central objectives of this MoES/NERC Changing Water Cycle project in the Western Ghats of India has to been to identify if flood responses of headwater catchments are affected by the type of rainstorm characteristics even after the affects antecedent catchment wetness are modelled. The ultimate objective being to demonstrate this climate driver should be better incorporated into flood models to provide better prediction of extreme events in India, and indeed elsewhere in the globe.
3.2: ESSENTIAL ASPECTS OF OUR METHODS

We have attempted to identify a mechanism missing from flood models almost universally composed of a nonlinear rainfall transform (due to antecedent catchment wetness) and a linear relationship between the transformed rainfall (called ‘effective rainfall’ by convention) and the observed streamflow response. It is increasingly acknowledged that identification of processes (or missing processes) with models, or changes in processes with models, is very difficult due to errors associated with all observations and because of uncertainties in model structure and parameters that arise from making models more and more complex (e.g., Beven and Smith, 2014).

![Figure 3-1: An example of a rain gauge installation (left) and headwater stream gauge (right) within our network in the Nilgiris area of the Western Ghats.](image)

Consequently, to be able to see the presence of a missing mechanism, we needed both high quality observations of rainfall and streamflow (see Chapter 1; Figure 3-1) and models where modelling uncertainties were constrained by keeping complexity to a minimum, i.e., so called ‘parsimonious models’ (Box and Jenkins, 1970). One such modelling approach utilises Lancaster University’s RIVC algorithm (Taylor et al., 2007) applied in a 3-stage Data-Based Mechanistic Approach. The first stage of this approach involved transforming the observed rainfall signal to capture the effects of varying catchment wetness using the store-surrogate equation (Beven and Young, 1994) and then identifying linear transfer function models of a wide range of complexity and type using RIVC. The second stage then involved evaluating all identified models against a range of statistical and mathematical criteria, rejecting as many as possible; the first two stages forming the ‘Data-based’ aspect of the modelling. Lastly, the statistically acceptable models were then evaluated against hydrological theory, with any at odds with hydrological principles being rejected; hence the ‘Mechanistic’ aspect of the modelling.

The periods of observed rainfall and streamflow modelled covered the monsoon seasons of 2013 and 2014. To show whether the typical form of flood model did not fully capture the effects of variations in rainstorm characteristics within the monsoon, each monsoon period was divided into separate storm periods (often described as ‘active phases’ by those studying the Indian monsoon). This division of the monsoon period was achieved using an objective Wavelet Approach (see Chapter 2; Figure 3-2).
Figure 3-2: Rainstorm periods (grey shading) identified for the catchments in the Aghanashini and Nilgiris areas of the Western Ghats using Wavelet Analyses (adapted from Page et al., in prep). The turquoise lines are the regionally-integrated 15-min rainfall totals, while the red lines are the spectral densities used to define the periods above the threshold (dashed line) – see Chapter 2.

For each of these storm periods, the rainstorm characteristic derived was the effective rainfall intensity for 15-minute periods receiving rainfall averaged over the whole storm period (RI_{WETeff}). The synoptic type of rainstorm was also characterized (see Chapter 2).

3.3: FINDINGS SHOWING THE PRESENCE, SIGNIFICANCE AND NEED FOR EXPLICIT FLOOD MODEL QUANTIFICATION OF VARIATIONS IN RAINSTORM CHARACTERISTICS BETWEEN DIFFERENT STORM PERIODS

Our modelling of rainstorms through the 2013 and 2014 monsoons was able to capture most of the observed dynamics in 15-minute observed streamflow across the gauged headwater catchments in the Western Ghats (Chappell et al., 2017; Page et al., in prep). Models no more complicated than second-order transfer functions (interpreted as a combination of one fast pathway and one slow pathway) were able to capture the dynamics. Models incorporating a slow pathway were needed because of the presence of groundwater in the surficial geology of all of the studied catchments (Page et al., in prep). This was independently shown in the very dynamic water-table observations in shallow wells in the study area (Figure 3-3).

Utilising data from a range of our studied catchments in the Western Ghats area, we were able to show that the flashiness of the critical fast component of the flood hydrographs was strongly correlated with our measure of the rainfall intensity across each storm period (Figure 3-4). This is indeed at odds with the theory that forms the basis of most flood models (Sherman, 1932; Rodríguez-Iturbe et al., 1982) where the flashiness should be constant with respect of rainfall intensity, once antecedent wetness effects have been removed/captured (as we did in the initial stage of our modelling). The identified relationship is monotonically and strongly curvilinear (Figure 3-4), and the implications profound. This finding says that current flood models with their fixed flashiness values for the linear component of model structure (TC_f) will under-predict particularly extreme rainstorm events, and over-predict lower intensity events.
Figure 3-3: A private well in the Aghanashini area of the Western Ghats where shallow groundwater level dynamics were monitored during the 2013 and 2014 monsoons.

Figure 3-4: The relationship between the fast component of storm hydrograph flashiness (TCf) and average rainstorm intensity based in 15-minute periods with rainfall (RIWETeff), where (a) shows the trend and its uncertainty (and consistency with Chappell et al., 2017 trend), while (b) shows the catchments utilised in the relationship, where ‘Nil’ refers to a catchment in the Nilgiris area, and ‘Aghan’ and catchment in the Aghanashini area (adapted from Page et al., in prep).
3.4: CONCLUSION

What is needed to improve the models is to explicitly incorporate the nonlinearity associated with changing rain-event intensity into the model structure, in addition the nonlinearities associated with antecedent wetness.
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CHAPTER 4: IMPACTS OF LAND-COVER ON CATCHMENT HYDROLOGY

Jagdish Krishnaswamy, Srinivas Vaidyanathan, Ravinder Singh Bhalla and Shrinivas Badiger

4.1: INTRODUCTION

Properties and functions of natural forest ecosystems regulate how rainfall is partitioned into surface flow, sub-surface flow, ground-water and evapotranspiration and also the export of sediment in streams. They also determine how and how much carbon is fixed, stored and lost from these ecosystems. In general, the more carbon that a forest stores in its biomass, the less water that the forest releases into the stream. However, this is not necessarily true under tropical mixed landscapes subject to long-term and intense human use and also as degraded sites are reforested over decades.

Information on how these two different types of functions are linked is sparse for tropical forest ecosystems, especially when these ecosystems are degraded by human-use. We know even less about how hydrologic and carbon functions of ecosystems respond to extreme rain events (lots of rain per hour) and high intensity rain. This is occurring with greater frequency and is likely to increase under future climate change in the Western Ghats and adjacent Deccan Plateau which supports livelihoods and needs of 160 Million people. Furthermore, the effects of such extreme rain events on agroecosystems in tropical landscapes are also largely unstudied, especially in relation to crop damage and soil loss.

One of the gaps in our knowledge is how such extreme rain storms are distributed over space and time, and how this spatial distribution of rain events interacts with different land-use and land-cover in large landscapes to influence hydrology and carbon dynamics. India is one of the global leaders in forestation including experimenting with exotic species and large areas of land has been restored or reforested over the past several decades for various economic benefits. Furthermore alien invasive species have also spread in many head-water catchments.

Currently India is planning to reforest over 10 Million Hectares as part of a national plan (Green India Mission) to sequester carbon and help regulate global atmospheric CO₂. These initiatives can transform the water and carbon budgets over large areas and also influence availability of water for agricultural use downstream.

Although the impact of deforestation on enhancing flood risk is well known (Bradshaw et al. 2007; Laurance 2007), the effects of forest degradation and reforestation on floods and the hydrological cycles are less well established, especially under scenarios of climate change. Certain combinations of land-cover and soil types in the WG are already vulnerable to increased surface flows under current rainfall regimes (Bonell et al. 2010), but the responses of these and other land-cover and soil types to future changes in rainfall regimes is less well understood. Further, data and analysis of rain intensity and hydrologic responses to high intensity rainfall events in the tropics, including the WG, are severely lacking (Bonell and Bruinjzeel 2005; Bonell et al. 2010). Thus far, studies on trends in ERE have relied on daily or coarser time resolution data (Goswami et al. 2006; Pattanaik and Rajeevan 2010). However, understanding surface and sub-surface hydrologic and sediment transport in response to stochastic rainfall intensity processes at finer time-steps is probably more critical to our ability to predict consequences of future ERE regimes on the water cycle and associated carbon dynamics (Medvigy et al. 2010). At present, there is considerable uncertainty in linking finer
resolutions of rain intensities (<3 hr) to daily totals and the spatial and temporal dimensions of ERE in regions such as the Western Ghats. Another over-arching issue while studying ERE is that of scales at which the impacts of land cover change (LCC) are overridden by the characteristics of rain-producing systems in terms being the primary source of flood runoff. Blöschl et al. (2007) proposed the concept of a variable “threshold scale”. The latter separates the two dominant controls (viz, LCC, rain-producing systems) across different ecosystems (the spatial dimension) and within an ecosystem (the temporal dimension) depending on antecedent hydrological conditions. However such a concept remains to be proven and is the focus of this study in the context of inter-relating the impacts of ERE with the suite of complex land covers in the Western Ghats.

The objectives of the work are based on the following a priori hypotheses:

1. Natural forests mitigate the effects of floods, sediment and carbon transport during ERE within a critical threshold as compared to degraded and agro-ecosystems. However this is likely to be a function of spatial scale.

2. Plantations and Agro-ecosystems will be particularly vulnerable to extreme rainfall events, especially reduction in net infiltration, recharge and increase in annual loss of soil fertility due to erosion.

4.2: METHODS

4.2.1: Frame-work

The methodological frame-work will be nested and hierarchical to enable an integrated assessment of the inter-play of spatial and temporal scale and land-cover in modulating the hydrologic and carbon functional response to rainfall of different intensities, especially extreme events. There will be a nested system of water level recorders from upstream to downstream from homogeneous land-cover basins of low order to more heterogeneous basins downstream, as well as adjacent sub-basins under contrasting land-cover wherever feasible. Each cluster of sub-basins in Upper Bhavani in the Nilgiris (Figure 4-1) and Aghanashini, Uttara Kannada (Figure 4-2) had a weather station.

Land-cover and land-use: Land-use and Land-cover will be generated for the basins using both hard-classification using Landsat as well as continuous measures of forest type such as NDVI (Krishnaswamy et al. 2009) for each year using MODIS time-series satellite data.

4.2.2: Mapping land use and land cover

Available topographic maps and ASTER digital elevation models were used to demarcate catchment boundaries for each of the three water level recorders. These were overlaid on a recent land cover map prepared through supervised classification of atmospherically corrected Landsat 8 imagery. Over 430 ground control points collected through a hand held GPS receiver combined with high resolution GoogleEarth imagery were used to train the image. Nine classes of land cover were identified to coincide with a map produced two decades ago. This provided a means to measure changes in land cover in the region.

LANDSAT 8 imagery was also used to prepare normalised difference vegetation index (NDVI) maps for the months of January, March and May. This provided an index of vegetation greenness, which is used as a proxy for evapotranspiration.
Figure 4-1: Sampling locations and catchments in the Nilgiri basin

Catchment level land cover classification was done by combining on-ground GPS tracks and waypoints with GoogleEarth imagery as the 30 meter resolution LANDSAT 8 images were too coarse to differentiate the intermixed patches of grassland, scotch broom and gorse.

Figure 4-2: Sampling locations and catchments in the Aghanashini basin
4.2.3: Field Methods

Each sub-basin was instrumented with a calibrated capacitance probe based stilling well for measurement of stage and tipping bucket rain gauges. Spot discharges for determining stage-discharge relationships was obtained using velocity-area methods and salt dilution method. Non-linear stage-discharge equations were fit using the equations:

\[ Q = a(\text{stage}-b)c \]

which often reduced to \( a(\text{stage})c \), where the parameters were estimated using iterative least squares method using nls routine in R.

In the dry-season this was supplemented with Montana flumes for direct estimation of discharge. Infiltration was measured using the mini infiltrometer (Decagon) under different land-cover in the Nilgiris and in Aghnashini using the disc permeameter (Bonell et al. 2010).

4.2.4: Water sample collection and analysis

Stream water samples were collected at the water discharge measurement locations during a range of flow conditions. Duplicate 1 litre suspended sediment samples (grab samples) were manually collected using a depth integrated sampler. The depth integrated sampler was fabricated in the design of US DH-81 (Figure 4-3a). For more details: https://water.usgs.gov/fisp/products/4107002.html. This provided a representative and integrated estimate of sediment concentrations.

Samples for storm events were collected using a modified siphon sampler, fabricated locally, as per USGS siphon sampler design (https://pubs.usgs.gov/sir/2007/5282/pdf/sir20075282.pdf). This captured sediment at different stream stages and automatically sealed itself after the event (Figure 4-3b). This intensive synoptic sampling was designed to capture the sediment flux responses during storm events, thereby assess the difference in concentration associated with the rising and falling limb of the stream hydrograph.

![Figure 4-3: (a) Depth integrated sampler; (b) Stage sampler; (c) Demonstration of Systronics water analyzer in the field site.](image)

A total of 304 samples from Aghnashini and 707 samples from Nilgiris were collected between April 2014 to February 2016. We had six monitoring locations at Aghnashini, of which only
two were perennial streams. In Nilgiris, we were monitoring eleven perennial streams for water quality. Each sample was analysed for six basic physico-chemical parameters in the field itself. Two sets of water samples (acidified and non-acidified) were sent to ATREE office, Bangalore in iceboxes for further analysis. Further analysis for Total Suspended Sediments, Total Nitrate, Phosphate, Total Dissolved Carbon and Total Dissolved Nitrogen were done in Bangalore.

- Each sample was analysed on site for six physico-chemical parameters (pH, EC, salinity, turbidity, dissolved oxygen, total dissolved solids) using Systronics Portable Water Analyzer (Figure 6-1c).
- Total Suspended Sediments – TARSON Hand pumped vacuum filtration unit was used for sediment analysis. It comprise of an upper chamber into which a measured quantity (300ml) of the raw sample is decanted and a lower chamber into which the filtrate is collected. The two chambers are separated by a filter bed on which the filter is placed (here we used Millipore cellulose nitrate membrane of 0.45 micron pore size) (Figure 4-4).

![Hand held vacuum filtration unit. (Inset: cellulose nitrate membrane after filtration)](image)

- Total Nitrate – Total nitrate was measured using WTW Nitrate Probe - Ion Selective Electrode. Since our preliminary analysis had shown very low values of nitrate in the freshwater forest streams, we calibrated the electrode with 2 and 5 ppm nitrate standards.
- Nitrate in water samples were measured, as a cross check, by Phenol disulphonic acid method following Trivedy and Goel (1984). Alkali nitrate - N reacts with 2, 4-phenol disulphonic acid and formed yellow colour, which was measured using Microprocessor visible spectrophotometer at 410 nm.
- Phosphate – Phosphate in water sample were measured using the Stannous Chloride method (APHA, 4500-P D) at 625nm with Microprocessor visible Spectrophotometer.
• Total Dissolved Carbon and Total Dissolved Nitrogen – The water samples were analysed in the laboratory of Centre for Ecological Studies, Indian Institute of Sciences, Bangalore. Total dissolved carbon and nitrogen were measured using Shimadzu TOC-L Analyzer. For the analysis 5 ml of filtered sample was taken in a scintillation vial and freezed. The samples were then directly put in the auto analyzer during the time of analysis.

4.2.5: Analytical methods

Corresponding stream flow time-series from nested stations will be analyzed with respect to rain intensity data and land-use and land-cover patterns from upstream to downstream as a function of spatial scale (stream-order). Hydrographs will be generated at the temporal resolution of an individual storm as well as for entire wet season and at various spatial scales from upstream to downstream. Cross-correlation lag plots and lagged regression models (Bonell et al, 1979) were be used to compare stream flow response to rain variables, and antecedent catchment wetness. Time-series plots and boxplots were used to compare land-cover and land-use effects.

4.3: KEY FINDINGS

4.3.1: Land Use Land Cover

The instrumented catchment in the Nilgiri basin was devoid of human settlements (Figure 4-5). However, the natural grasslands that occur in the landscape have witnessed historical modifications with the introduction of non-native invasive species. The Aghanashini basin is characterized by a mix of natural evergreen forests, degraded secondary forests, commercial plantations and agricultural fields within human settlements (Figure 4-6). The characteristics of the catchments that are compared in this chapter are provided in Tables 4-1 and 4-2.

Table 4-1: Land use land cover characteristics of the instrumented catchments in the Nilgiri basin

<table>
<thead>
<tr>
<th>Land use class</th>
<th>Shola</th>
<th>Grassland</th>
<th>Scotch broom/Gorse</th>
<th>Wattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shola</td>
<td>65.7%</td>
<td>1.4%</td>
<td>3.9%</td>
<td>14.5%</td>
</tr>
<tr>
<td>Grassland</td>
<td>24.7%</td>
<td>89.8%</td>
<td>50.7%</td>
<td>13.9%</td>
</tr>
<tr>
<td>Wattle</td>
<td>6.1%</td>
<td>3.4%</td>
<td>32.4%</td>
<td>67.4%</td>
</tr>
<tr>
<td>Scotch broom</td>
<td>-</td>
<td>-</td>
<td>8.1%</td>
<td>0.7%</td>
</tr>
<tr>
<td>Gorse</td>
<td>-</td>
<td>5.4%</td>
<td>4.9%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Mixed Eucalyptus and Wattle</td>
<td>3.0%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rock</td>
<td>0.3%</td>
<td>-</td>
<td>-</td>
<td>1.0%</td>
</tr>
<tr>
<td>Eucalpytus</td>
<td>0.2%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 4-5: Land use land cover in the Nilgiri basin. Dominant vegetation type of Catchment 1) Shola, 2) Grassland, 3) Scotch broom/Gorse, and 4) Wattle

4-6: Box and Whiskers plots of NDVI dynamics in the dry season across land-cover types. The NDVI values of the wattle dominated catchment remained higher than scotch broom/gorse and grassland dominated catchment across seasons and years. The primary reason for this is that wattle, unlike scotch broom/gorse, forms an unbroken canopy. The latter, however tends to be interspersed with grasslands and bare soil which cause a mixing in the spectral signatures and bring down the NDVI values. There was widespread die back due to fungal infection (Hosagoudar et. al, 2007) in the wattle catchment in 2014 which explains the lower NDVIs of
wattle that year. Interestingly, the NDVI values did not show any clear relationship with rainfall in the prior dry season or the monsoon.

The image for March 2015 had substantial atmospheric interference due to haze and hence the NDVI values were subdued.

The NDVI dynamics in the Nilgiri basin shows high spatial variability of NDVI during the dry season (Figure 4-6). The results show decline foliar biomass as the dry season progresses each year and a recovery after receiving pre monsoon rains in the month of May. The NDVI values for wattle is highest when compared to grasslands and scotch broom and is attributed to higher LAI and deeper roots. However, 2016 was the significantly drier of the two years in terms of previous wet season and even dry season rainfall and yet NDVI values are higher across all catchments. The spatially averaged rainfall across the catchments show big differences, although they are not far away from each other indicating high spatial variation in rainfall in the Nilgiri basin.

Table 4-2: Rainfall totals in the Nilgiri basin.

<table>
<thead>
<tr>
<th></th>
<th>Preceding wet-season rain (mm)</th>
<th>Dry season rain (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wattle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>3380</td>
<td>97</td>
</tr>
<tr>
<td>2015</td>
<td>2451</td>
<td>197</td>
</tr>
<tr>
<td>2016</td>
<td>1929</td>
<td>31</td>
</tr>
<tr>
<td>Scotch Broom</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>3787</td>
<td>90</td>
</tr>
<tr>
<td>2015</td>
<td>3151</td>
<td>180</td>
</tr>
<tr>
<td>2016</td>
<td>2376</td>
<td>33</td>
</tr>
<tr>
<td>Grassland</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4022</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>3149</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>2233</td>
<td>29</td>
</tr>
</tbody>
</table>

In both January and March, the wattle dominated catchment shows a much larger NDVI than the other two land covers. This can be attributed to soil moisture availability. Wattle, being a deeper rooted tree is able to access deeper sources of soil moisture, unlike grasslands. As the dry season progresses and the antecedent moisture decreases, the relative difference in the NDVI values increases. In May, the Nilgiris receive pre-monsoon showers leading to the resumption of photosynthesis in the grasslands which is being picked up by the NDVI, hence the differences in the NDVIs in May are not as pronounced.

The lower wattle NDVI's in 2014 can be accounted for due to a large scale wattle die back post 2013 monsoon which gradually recovered in later years (Chayanulu and Balakrishnan, 1980). This has been recorded in earlier periods as well and would probably result in a distinct hydrologic response. Interestingly, even though the rainfall received in 2013 > 2014 > 2015 this does not appear to be reflected in the NDVI response and further investigation is needed to explain this.
Figure 4-7: Land use land cover in the Aghanashini basin. Dominant vegetation type of Catchment 1, Saimane, has nearly 12% under cultivation compared to Catchment 2, Hosagadde which has around 6% of the area under cultivation.

Table 4-3: Land use land cover characteristics of two catchments in the Aghanashini basin.

<table>
<thead>
<tr>
<th>Land use class</th>
<th>Saimane</th>
<th>Hosagadde</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evergreen forests</td>
<td>47.8%</td>
<td>7.0%</td>
</tr>
<tr>
<td>Secondary forests</td>
<td>36.7%</td>
<td>78.8%</td>
</tr>
<tr>
<td>Areca plantation</td>
<td>7.8%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Grassland</td>
<td>3.3%</td>
<td>8.0%</td>
</tr>
<tr>
<td>Paddy</td>
<td>3.5%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Water bodies</td>
<td>0.8%</td>
<td>0.2%</td>
</tr>
</tbody>
</table>

The NDVI dynamics in two forest-dominated catchments in Aghanashini shows spatial variability of NDVI in the dry season (Figure 4-8). The results show decline or loss of photosynthetic potential or foliar biomass as the dry season progresses each year. However, there is a significant drop during the dry season of 2016 when the preceding wet season has the driest Monsoon (See Table 4-4). In combination with catchment averaged rainfall data recorded, we note that NDVI in January and the drop of NDVI across the dry season is most sensitive to the preceding Monsoon totals but March NDVI is sensitive to dry-season rainfall.

Table 4-4: Rainfall totals in the Aghanashini basin.

<table>
<thead>
<tr>
<th></th>
<th>Saimane</th>
<th>Preceding wet-season rain (mm)</th>
<th>Dry season rain (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>6256</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>5468</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>3331</td>
<td>6.3</td>
<td></td>
</tr>
<tr>
<td><strong>Hosagadde</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>5021</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>4822</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>2534</td>
<td>4.3</td>
<td></td>
</tr>
</tbody>
</table>
### 4.3.2: Infiltration

Infiltration of rainwater into soil under different land cover is one of the most fundamental hydrologic processes that determines many other phenomena such as sub-surface flow, recharge of ground-water and potential for flooding. The rate at which rain falls on soil compared to the infiltration rate under different land-cover is an important indicator of the vulnerability of these landscapes to extreme rain events.

Comparison of the observed rainfall intensity to the measured infiltration (Ksat) suggests that natural land cover types have a higher saturated hydraulic conductivity than modified natural systems in both the basins. In the Nilgiris soils in pine and wattle plantation are more vulnerable to infiltration-excess overland flow compared to soil under shola forests and grasslands, which are the native vegetation formations (Figure 4-9). In Aghnashini basin, only the forest soils are able to withstand even the most intense rains without generating infiltration excess overland flow (Figure 4-10).

*Figure 4-8: Infiltrometer used to measure soil infiltration rates in Aghanashini*
Figure 4-8: NDVI dynamics in the dry season in two catchments in two forest dominated Aghanashini catchments (~84%) using box and whiskers plots using Landsat 8 data. Each boxplot shows spatial variability of NDVI in the month indicated. Please note the loss of photosynthetic potential or foliar biomass from January to March in each year but particularly note the significant drop across January to March in 2016 when the preceding wet season has
the driest Monsoon (See Table 4-4). In combination with catchment averaged rainfall data recorded, we note that NDVI in January and the drop of NDVI across the dry season is most sensitive to the preceding Monsoon totals but March NDVI is sensitive to dry-season rainfall.

Figure 4-9: Box and Whiskers plots of Infiltration under different land-cover in the Nilgiris overlayed with maximum rain intensities recorded in 2013, 2014 and 2015. Soils in Pine and Wattle plantation are more vulnerable to infiltration-excess overland flow compared to soil under Shola forests and Grasslands.

Figure 4-10: Box and Whiskers plots of infiltration rates in top 10 cm of soil under different land-cover with overlay of rain intensity lines in Aghanashini basin, Uttara Kannada. Only the forest soils are able to withstand even the most intense rains without generating infiltration excess overland flow (Adapted from Bonnel et. al 2010)
4.3.3: Rainfall-flow dynamics

In the Nilgiris, the higher cross-correlation in grassland relative to Wattle suggests much higher proportion of water from the rainstorm is delivered to the stream by grasslands (Figure 4-11). The first peak at a few hours after the rainstorm peak suggests very good storage capacity for rainwater in soils and sub-surface, as well as sub-surface pathways. The secondary peak in Wattle is more pronounced but in both catchments, there is some indication of ground water contributing to stream flow at ~10-20 hours after the rainstorm. This secondary peak appears in more intense rain episodes (Figure 4-11). We also generated a stage-discharge rating curve to arrive at the final discharge for each water logger in the Aghanashini and Nilgiris. We are still currently investigating the response of stream flow to different thresholds of rainfall each day. Figure 4-13a shows an example rating curve used to arrive at the discharge in m3/second. Figure 4-13b shows a hydrograph with stream flow plotted as a response to precipitation in mm. Figure 4-14 shows pipeflows from the Aghanashini basin.

Figure 4-11: Higher cross-correlation in grassland relative to wattle suggests higher proportion of water from the rainstorm being delivered to the stream by grasslands. The secondary peak in wattle is more pronounced but in both catchments, the initial peak at ~5 hours or less is most likely rapid sub-surface flow but there is indication of deeper ground water contributing to stream flow at ~10-20 hours after the rainstorm.

In the Aghanashini basin, both catchments have strong rain water storage capacity in the sub-surface with a secondary peak being generated in response to the bigger rain storms (Figure 4-12). The more disturbed Hosagadde catchment shows some evidence of a quicker decay of the cross-correlation at lower intensities but interpretation is difficult as the catchment areas are quite different. Rainstorms totaling over 150 mm per day are likely to generate two flood peaks in these catchments (Figure 4-12).
Figure 4-12: The primary and secondary forest catchments have strong rain water storage capacity in the sub-surface with a primary peak at less than ten hours and a secondary peak being generated in response to the bigger rain storms. Rainstorms totaling over 150 mm per day are likely to generate two flood peaks in these catchments. The primary peak is likely to be generated by shallow rapid sub-surface pathways such as soil pipes.
4-13(a) A variety of field techniques and methods were used to generate stage discharge curves, including salt dilution. However, changes in the relationship due to logistical shifting of water level recorders or accumulation of sediment or debris as well as inability to use ANY technique at very high stage in the floods have made estimate of discharge at high stage difficult. (b) An example of a hydrograph and hyetograph to illustrate hydrologic response to rain in the Monsoon

Figure 4-13: It has been recognized by experimental scientists working in temperate environments since the 1930s (often forested) & more recently in humid tropical environments that very peaked or flashy river responses can be generated purely by subsurface or groundwater pathways. Pipe flow is a major hydrologic pathway in the Aghanashini basins. Photos: Chappell, N.A. 2010. Hydrological Processes, 24, 1567-1581

4.4: WATER QUALITY

Grasslands show higher concentration of sediment compared to the more tree or shrub dominated catchments, whereas slightly higher concentration of nitrates are exported by the more tree and shrub dominated catchments (Figure 4-14). In the Aghanashini the catchment with higher percentage of agro-ecosystems (Figure 4-15) has higher export of sediment, nitrates and phosphates. Overall, median sediment and phosphate concentrations are low but large episodic export are evident in the large number of outliers, whereas nitrate concentration seems more even throughout the year, across all catchments.
Figure 4-15: Box and Whiskers plots of sediment and nutrient concentration across catchments dominated by major land-cover types in Aghanashini with number of samples indicated. We can see that the catchment with higher percentage of agro-ecosystems (Saimane on the left in each panel) has higher export of sediment, nitrates and phosphates.
4.5: CONCLUSION

1. The less disturbed upper catchments in the Western Ghats have very high moisture storage capacity with rapid sub-surface flow mechanisms dominating storm response.
2. Soils under less disturbed ecosystems generally have high infiltration capacities in relation to observed rainfall intensities. A few of the more disturbed or degraded sites and plantations are vulnerable to infiltration-excess over-land flow. This could make them more prone to changes in hydrologic pathways in the future under higher rain intensities under climate change.
3. NDVI dynamics suggest that even the high rainfall Aghanashini catchments dominated by forests have a pronounced phenological response to moisture limitation in the dry season. NDVI in January and the drop of NDVI across the dry season is most sensitive to the preceding Monsoon totals but March NDVI is sensitive to dry-season rainfall.
4. The twin peaks that characterize storm responses to higher intensity rain suggest two pathways: one rapid overland and sub-surface pathways (e.g., pipe-flows in Aghanashini) and a more delayed deeper ground-water dominated pathway.
5. Phosphates are probably limiting in these ecosystems, and all land-covers seem to export very small amounts, but nitrate export is slightly higher in the more tree and shrub covered ecosystems, potentially influenced by nitrogen fixing properties of Wattle. Overall, sediment and phosphate exports are more episodic whereas nitrate seems more even through the year.
6. Catchments with very high and quite similar % of total forest cover (~84%) but with significantly different percentage under disturbed and managed agro-ecosystems such as Areca and Paddy showed very different responses in water quality. The catchment with higher percentage of agro-ecosystems has consistently higher concentration of sediment, nitrates and phosphates as there is greater supply and mobilization of soil and nutrients from these areas located close to the streams.
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CHAPTER 5: CARBON DYNAMICS IN RESPONSE TO MOISTURE AND TEMPERATURE FORCING

Mahesh Sankaran, Raghavendra, H. V., Atul Joshi, Harinandan, P. V & Manaswi Raghurama

5.1: INTRODUCTION

Ecosystem hydrological and carbon cycles are intimately linked, and thus changes in precipitation regimes have the potential to impact ecosystem carbon cycling, with attendant effects that can cascade through the ecosystem. Previously, long-term studies from other parts of the globe have highlighted how the carbon sequestration potential of ecosystems can change in response to inter-annual climatic variability (Philips et al. 2009, Lewis et al. 2011). For example, although Amazonian forests act as C sinks during normal rainfall years, sequestering ~0.89 Mg ha\(^{-1}\) year\(^{-1}\), they switch to being C sources in drought years (Philips et al. 2009, Lewis et al. 2011). It is estimated that during the severe drought of 2005, between 1.6 – 2.4 Mg C ha\(^{-1}\) was lost from Amazonian forests, corresponding to the third greatest annual increase in atmospheric CO\(_2\) concentrations in the global record (NOAA 2008). Central African rainforests, on the other hand, appear to have experienced a long-term ‘browning’ trend, consistent with reduced rainfall and increased temperatures, suggesting a loss of photosynthetic capacity and an erosion of carbon sequestration potential of these forests (Zhou et al. 2014).

At present, there are few studies that have evaluated rainfall – C cycling relationships in the Indian context, and our understanding of these linkages as a result remains woefully inadequate.

To this end, as part of this project, we have established long-term initiatives in two contrasting ecosystem types - the wet evergreen forests of Sirsi, Aghanashini basin, Karnataka, and the montane forest-grassland mosaics of the upper Nilgiris, Tamil Nadu - to quantify and monitor ecosystem carbon cycles with the objective of understanding how different components of the carbon cycle respond to inter- and intra-annual climatic variability.

5.2: METHODS

5.2.1: Carbon cycling in the wet forests of the Aghanashini basin, Sirsi, Karnataka

We established two 1ha (100 x 100m) long-term forest monitoring plots in Sirsi (Hosagadde&Mulgunda) using internationally accepted protocols (RAINFOR [http://www.rainfor.org/], GEM [http://gem.tropicalforests.ox.ac.uk/]) to quantify:

i) ecosystem carbon budgets, including estimates of carbon pools in vegetation and soils, and

ii) major ecosystem carbon fluxes such as woody growth, litter fall and CO2 respiration from trees and soils.

Within each plot, all trees > 10cm gbh were spatially mapped, tagged and the species identity, height and dbh (at 1.3 m from the ground) recorded (Figure 5-1). In addition, all trees were fitted with dendro-bands to quantify seasonal patterns of growth (Figure 5-2). Wood cores were collected from 5-10 adult individuals of each species from the surrounding area to estimate wood density (g/cm\(^3\)) for species within plots.
Above ground carbon stocks were estimated following the general allometric equation proposed by Chave et al. (2005):

\[
\text{Carbon stock} = 0.025 \times \text{wood density} \times \text{DBH}^2 \times \text{height}
\]

Below ground carbon stocks: To estimate belowground stocks, 10 soil cores (20 cm deep) were collected from different locations within each plot, and total soil C (%) and N (%) quantified using a LECO CN Analyser. Soil % C estimates were converted to soil carbon density (Mg C ha\(^{-1}\)) based on soil bulk density (kg m\(^{-3}\)).

Above ground net primary productivity: Trees were re-censused yearly and diameters of marked individuals and new recruits (trees that grew larger than 3 cm DBH between the previous and present census) noted. Further, mortality of individuals between successive censuses were recorded. Annual aboveground net primary productivity (Mg C ha\(^{-1}\) y\(^{-1}\)) was estimated as the change in total aboveground biomass resulting from tree growth, recruitment and mortality from one year to the next.

Figure 5-3 Photos of a) our long-term wet evergreen forest plot at Hosagadde, Sirsi, Karnataka, b) tagged trees, c) tree fitted with a dendroband to measure seasonal growth increments, and d) monitoring of stem CO2 efflux using the EGM-4 CO2 monitor.

Belowground net primary productivity: Coarse-root net primary productivity was estimated as 0.21 X aboveground net primary productivity (Malhi et al. 2014). Fine root net primary productivity was estimated using root ingrowth chambers. These are cylindrical chambers made of fine mesh that are filled with root-free soil and buried at multiple locations within each plot. Biomass of roots that grew into chambers was measured every three months. Total belowground net primary productivity was estimated as the sum of coarse and fine root net primary productivity (Mg C ha\(^{-1}\) y\(^{-1}\)).
Litter fall: 25 square mesh nets of 1m² were installed 1 m above the ground within each plot to collect falling leaf litter. Litter was collected from traps every 2 weeks, oven dried and weighed. Fallen litter was assumed to contain 47% carbon. Total carbon in litterfall (Mg C ha⁻¹ y⁻¹) was quantified by summing estimates of litter fall across a given year.

Tree respiration: Within each plot, stem respiration rates of 25 trees were monitored every 2 weeks using an EGM-4 CO₂ analyzer (Figure 5-1). Trees were fitted with PVC collars to facilitate data collection. Respiration rates for individual 2-week periods (g CO₂ m⁻² h⁻¹) were summed to estimate annual tree respiration (Mg C ha⁻¹ y⁻¹).

Soil respiration: Ten soil collars were established within each plot to quantify soil respiration. As before, respiration rates were measured using an EGM-4 CO₂ analyzer. Annual soil respiration rates (Mg C ha⁻¹ y⁻¹) were quantified by summing estimates from individual two-week periods (g CO₂ m⁻² h⁻¹).

5.2.2: Carbon cycling in the Upper Nilgiris, Tamil Nadu

We quantified the effects of vegetation type and land-use changes (conversion of grassland to different plantation types) on soil carbon stocks and fluxes in the montane forest-grassland mosaics of the Upper Nilgiris, Tamil Nadu. Soil carbon stocks under different vegetation and land-use types (grassland, shola forest, wattle plantation, & pine plantation) were estimated based on multiple soil cores, as described in the previous section. Soil CO₂ fluxes under these different land-use types were estimated bi-weekly using the same methods described in the previous section.

5.3: KEY FINDINGS

5.3.1: Carbon stocks and fluxes in the wet forests of the Aghanashini basin, Sirsi, Karnataka

Initial aboveground biomass carbon stocks in our plot at Hossagade, Sirsi was estimated at 121.4 Mg C ha⁻¹, while that of the Mulgunda plot was 102.9 Mg C ha⁻¹. As expected, trees in our plots showed seasonal patterns of growth, with the greatest stem increments observed in the monsoon months, with little to no growth in the pre- and post-monsoon periods (Figure 5-2).

CO₂ efflux from soils and stems showed similar patterns of seasonal variation over time (Figure 5-3). Effluxes tended to be highest during the wet months (May to September) and low during the drier months. However, there was quite a bit of variability in efflux patterns across years. Interestingly, compared to previous years, stem CO₂ fluxes were higher during 2015-2016 (Figure 5-3), which was relatively drier and warmer than previous years, suggestive of greater tree respiration during drier and warmer years. These patterns were also evident in the relationships between soil CO₂ fluxes, soil temperature and soil moisture (Figure 5-4). Interestingly, soil CO₂ fluxes were positively correlated with soil temperature, but unrelated to soil moisture in sites (Figure 5-4) indicating a dominant role for temperature in regulating soil C dynamics in this wet forest ecosystem. While these data suggest that future changes in temperature are likely to affect soil C cycling more than changes in soil moisture, more detailed analyses looking at the interactive effects of moisture and temperature on soil and stem CO₂ effluxes are required in order to draw more definitive conclusions. We will continue to monitor C budgets in our plots in order to get a better idea of how C dynamics of these wet forests respond to inter-annual variation in temperature and precipitation.
We have also been able to generate a near-complete carbon budget for the wet forests of Sirsi, Karnataka (Figure 5-5). To our knowledge, this is the most complete quantification of its kind for any forest ecosystem in the Indian sub-continent. We hope to complete the budget in the coming months by additionally quantifying leaf respiration and woody litterfall.

Finally, the data collected as part of the project also allowed us to evaluate how the C-sequestration potential of the ecosystem and different components of the carbon cycle responded to changes in annual rainfall. Annual rainfall during 2014-15 was almost 2-3 times higher than during 2015-16 (Figure 5-8a). These differences were reflected in the annual net primary productivity of the forests, which were considerably lower in the drier year (Figure 5-8b). The drier year (2015-16) was also associated with greater tree mortality (Figure 5-9a), and higher soil and stem C effluxes (Figure 5-9b, c). Collectively, these data suggest that the C-sequestration potential of these forests are considerably negatively impacted during dry year; not only is NPP reduced, but carbon losses from soils and stems and following tree mortality is also increased. We aim to continue monitoring carbon pools and fluxes in the longer-term in order to get a more robust idea of the responses and vulnerability of the different pools and fluxes to inter-annual variability in rainfall patterns, particularly drought and above-average wet years.

Figure 5-4 Seasonal patterns of tree growth from our long-term plots in Sirsi as estimated from dendroband measurements. Growth peaked in the monsoon months, with little to no growth observed at other times.
Figure 5-5 Seasonal and inter-annual patterns of CO2 efflux from soils and tree stems in plots. In general, fluxes tended to be higher during the growing season compared to the non-growing season, with inter-annual differences in the magnitude of peak fluxes.
Figure 5-6: Relationships between soil CO2 efflux and a) soil temperature, and b) soil moisture. 
Soil C fluxes were positively correlated with soil temperatures but were not related to soil moisture levels in plots.
Figure 5-7 The carbon budget of the wet-forest at Hossagadde, Sirsi, Karnataka. Carbon pools are in Mg C ha$^{-1}$ and fluxes in Mg C ha$^{-1}$ yr$^{-1}$. Data for woody litterfall and leaf respiration are awaited.

Figure 5-8 (a) Annual rainfall during 2014-15 and 2015-16 at the Hosagadde&Mulgunda sites, and b) Annual net primary production (ANPP) of the Hosagadde&Mulgunda forests during the 2014-15 and 2015-16. ANPP was considerably lower during the drier year compared to the wetter year.
5.3.2: Land-use change and C cycling in the Upper Nilgiris, Tamil Nadu

Conversion of grasslands to wattle and pine plantations in the upper Nilgiris has significantly affected soil carbon and nitrogen contents (Figure 5-10). In general, soil carbon contents in shola forests and pine plantations were significantly higher than those of wattle soils across depths. Soil C content was lowest in grassland soils (Figure 5-8a). However, patterns differed in the case of soil nitrogen (Figure 5-10). Soil % N was highest in shola forests and lowest in grasslands, with values for pine and wattle plantations intermediate between the two (Figure 5-10).

*Figure 5-9 Increased tree mortality (A), soil respiration (B) and stem respiration (C) during the drier year (2015-16) compared to the wetter year (2014-15) at Hosagadde & Mulgunda.*
Patterns of soil CO$_2$ efflux were qualitatively similar across different land-use types, and were highest during the monsoon and post-monsoon periods and lowest at the end of the dry season in April (Figure 5-11). In general, soil CO$_2$ efflux rates were lowest in pine plantations, and highest in grasslands (Figure 5-13).
In contrast to the patterns observed in the wet-forests of Sirsi, Karnataka, where soil CO$_2$ efflux rates were related to temperature but not soil moisture (Figure 5-4), efflux rates across different land-use types in the Nilgiris increased with increasing soil moisture (Figure 5-10), but was unrelated to soil temperatures (Figure 5-11). These results highlight the differential controls over soil C processes in different ecosystems, and suggest that future changes in moisture availability are likely to influence soil C cycling to a greater extent than changes in temperature in this ecosystem. However, more detailed analyses and long-term monitoring efforts are required in order to gain a more robust understanding of carbon dynamics in these ecosystems.

Figure 5-11 Temporal patterns of CO2 efflux from soils under shola forests, wattle and pine plantations and grassland.

Figure 5-12 Sediment sampling in the Upper Bhavani basin, Nilgiris
Figure 5-12 Soil CO2 efflux as a function of soil moisture in (a) shola forests, (b) grasslands, (c) pine plantations and (d) wattle plantations. In general, soil CO2 efflux rates increased with increasing soil moisture in this system.
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Figure 5-13 Soil CO2 efflux as a function of soil temperature in (a) shola forests, (b) grasslands, (c) pine plantations and (d) wattle plantations. There was no consistent relationship between soil temperature and CO2 fluxes in this system.
CHAPTER 6: EMERGING POLICY RECOMMENDATIONS

Nick Chappell, Jagdish Krishnaswamy, and Ravinder Singh Bhalla

6.1: EMERGING POLICY RECOMMENDATION NO. 1

ISSUE: Flooding within India costs the economy more than 10 million rupees annually and causes widespread distress, loss of life and impacts on livelihoods. Improved flood prediction would permit more rapid action and better targeting of mitigation measures and so reduce financial and social impact.

FINDINGS: The Western Ghats project via our combined field and parsimonious modelling strategy is providing the first quantitative evidence that the rainfall characteristics associated with different types of rainstorm (synoptic conditions) in the Western Ghats region of India produce very different peak river responses and consequent risks of river flooding.

POLICY RECOMMENDATION: Flood forecasting models of Indian watersheds, as utilised by the Central Water Commission and state agencies, could be more reliable if the characteristics of the prevailing storm type were to be incorporated explicitly within the model parameterisations.

6.2: EMERGING POLICY RECOMMENDATION NO. 2

ISSUE: A significant proportion of rivers in Peninsular India have dams and reservoirs in their headwaters. These reservoirs provide public water supply and irrigation in the dry season and hydropower throughout the year. Better understanding of the interaction between rainstorms, evapotranspiration and shallow groundwater storage is fundamental to quantifying the amount and seasonal timing of stream inflows to these reservoirs.

FINDINGS: The Western Ghats project has installed and maintained 16 stream gauging stations (supported by 52 rain gauges) in two 30 km² headwater areas of Peninsular India over two years. From what is now India’s most densely gauged headwater area, our modelling can demonstrate the role of differing amounts of both evapotranspiration (resulting from contrasting land-cover) and shallow groundwater storage on flood behaviour and the timing of seasonal flows.

POLICY RECOMMENDATION: Assessment of the stream inflows prior to a reservoir development or for forecasting reservoir level (to give earlier warning of floods arising from releases) by the Central Water Commission and appropriate state agencies could be improved with the incorporation of observations of both shallow groundwater storage and land-cover impacts on evaporation in addition to rainfall observations.

6.3: EMERGING POLICY RECOMMENDATION NO. 3

ISSUE: Flooding within India costs the economy more than 10 million rupees annually and causes widespread distress, loss of life and impacts on livelihoods. Improved flood prediction would permit more rapid action and better targeting of mitigation measures and so reduce financial and social impact. Given that more than 70 percent of floodwater typically enters the channel network in headwaters accurate rainfall observation in such headwaters is critical to accurate prediction of the amount and timing of flood discharges.
FINDINGS: The Western Ghats project has installed and maintained 52 automatic rain gauges (recording rainfall at a 1-minute resolution) in two 30 km² headwater areas Peninsular India over two years. From one of India’s most dense rain gauge networks at the scale of 60 km², our analysis demonstrates both the minimum density of rain gauges and minimum recording interval needed to avoid adding biases to models of the stream discharge during flood events. Our new rainfall and streamflow telemetry systems provide further demonstration of the value of high frequency monitoring and data delivery ‘real time’.

POLICY RECOMMENDATION: Regional offices of the Indian Meteorological Department (IMD), notably Karnataka and Tamil Nadu states of Peninsular India, might consider utilising our approach to determining the optimal density of rain gauges (and associated recording interval) needed to simulate flood response in critical headwaters as they deploy the latest generation of automated rain gauges, and consider the value of further telemetry.

6.4: EMERGING POLICY RECOMMENDATION NO. 4

ISSUE: Headwater catchments in humid parts of Peninsular India are often required to support rural water supplies. These supplies are easily contaminated by local agricultural and domestic activities, yet there is little quantitative information on these systems. Hydrologically-based management practices are needed to permit the multiple uses of streams and linked shallow groundwater, including the maintenance of aquatic ecology that provide ecosystem services to support rural communities and biodiversity.

FINDINGS: The Western Ghats project has provided detailed training for NGOs and students in the Western Ghats and other regions in India on measuring aspects of basin hydrology pertinent to rural communities. These skills permit local people to better understand their water resources and improve their own agricultural and agroforestry practices to maximise water use while minimising water pollution.

POLICY RECOMMENDATION: Giving local communities the skills to measure and better understand water resources within their own communities is a technology transfer activity that other NGOs in collaboration with government agencies and universities might offer to promote improved management of local water resources elsewhere in India.

6.5: EMERGING POLICY RECOMMENDATION NO. 5

ISSUE: The National Mission for Green India of the National Action Plan on Climate Change aims to protect and restore India’s forest cover and so improve carbon sequestration, hydrological services, biodiversity and provisioning services in forestlands.

FINDINGS: The Western Ghats team has undertaken extensive investigations on the infiltration capacities of soils under varied natural forest, plantation and grassland cover in the Western Ghats. We found that soils beneath a natural forest cover support greater infiltration capacities, with the notable exception of forests with high cattle densities (due to the extensive trampling impacts). Enhanced infiltration has the potential to improve the water quality of rivers by mitigating soil erosion, while also enhancing dry-season flows in certain circumstances. In other circumstances, notably wattles (Acacia mearnsii) plantations the higher evaporation rates offset any infiltration benefits and so lead to reduced dry-season flows.

POLICY RECOMMENDATION: Forest restoration should be considered a valuable tool at locations of India where there is a focus on restoring the water quality in rivers, but certain forest management activities should be excluded from areas with soils susceptible
to compaction. Equally, certain introduced trees that have a negative impact on dry-season flows might be removed from areas where dry-season flows are critical. Such forest interventions are being considered in some of India’s biodiversity hot spots, such as the UNESCO World Heritage site of the Western Ghats in Peninsular India, and so should also consider hydrological costs and benefits.

6.6: EMERGING POLICY RECOMMENDATION NO. 6

ISSUE: Tropical headwaters such as the Western Ghats Mountains are hot spots for organic carbon that is transported and transformed along rivers to the oceans, yet little is known about the timing and transformations of carbon delivery in headwater sources. Greater understanding of the functioning of organic carbon in the numerous headwater basins of tropical India would contribute to improvements in the modelling of the global carbon budget.

FINDINGS: The Western Ghats project (particularly the recent extension) has involved measurement of organic carbon in tropical headwater streams at an unprecedented rate comparable to the hydrological changes observed through storm events. This has permitted the development of the first models of these sub-hourly carbon dynamics simulated directly from hydrological observations.

POLICY RECOMMENDATION: We demonstrate that organic carbon dynamics in tropical headwater streams can be simulated and understood provided that concentrations are monitored continuously. This reinforces the research of the Central Pollution Control Board, notably ‘Guidelines for Online Continuous Monitoring System for Effluent, 2014’, and should be extended to address carbon and other water quality issues across India’s river basins.
CHAPTER 7: OUTREACH

Susan Varghese

7.1: THE MOTIVATION

Sharing the learnings from the project with the research community, students and local stakeholders was an important component of the project. Our outreach activities ran throughout the project period.

Our goal was to build the capacity of civil society to monitor hydrology, water resources and ecological flows, link with important ongoing policy and management initiatives and take the research experience to wider audiences. We achieved this by organizing training workshops, presentations, involving interns and master’s students for short term studies and communicating science in popular media. All the project scientists and project recruits have been quite active in disseminating scientific knowledge, promoting field hydrology data collection and management methods.

7.2: TRAINING WORKSHOPS & ORIENTATION PROGRAMS:

* In January and July 2012, orientation programs were held to train the project personnel in field data collection, management and troubleshooting.

* In March 2014, annual project meeting cum workshop was held in Bangalore for understanding the dynamics of forest hydrology along with instrumentation and data interpretation.

* In June 2014, an additional workshop on automated analysis of data from rain gauge and water level recorders to derive hydrographs using R statistical package was conducted at FERAL office, Bangalore.

7.2.1: Training workshop on "An Introduction to Field Hydrology" from 10th - 14th November, 2014 at FERAL Campus, Pondicherry

This was the first all India level workshop under the project. The workshop was meant for an audience, particularly non-hydrologists who require basic knowledge about concepts and field methods in surface hydrology. The main target audience, were from non-governmental organizations working in the field of hydrology and/or watershed development.

The aim of the workshop was to help researchers get grounding in the basic concepts of hydrology, help non-hydrologists get up to speed with the collection and analysis of field data and a hands-on on simple, cost-effective ways of visualizing, measuring and calculating discharge.

A total of 23 participants from various non-government organizations from different parts of the country were a part of the workshop (Annex 1).

7.2.2: Training workshop in Field Hydrology from 13th to 15th August, 2015 at ATREE field office, Hegarni, Sirsi, Karnataka

This was the second workshop under the project. The objective of the three day field intensive workshop was to introduce the participants to “state-of-the-art” approaches and techniques to provide foundation in basic concepts of hydrology. This workshop was mainly focused on
capacity building of local stakeholders and those working in and around the study area. Participants included 14 people representing various organizations and 10 participants at the Master's level from the National Centre for Biological Sciences, Bangalore (annex 2).

There were presentations introducing the participants to different topics, discussions, field exercises in stream profiling and velocity measurements, discharge measurements and practical lab sessions.

7.2.3: Training Workshop in “Field Hydrology and Basic Data Analysis”, from 22nd to 24th February, 2016 at IATC, Meghalaya Water Resources Development Agency, Shillong

This workshop was organized in Shillong in collaboration with the Meghalaya Water Resources Development Agency, Govt. of Meghalaya (annex 3). The course trained in total 24 government department staff representing 11 districts of Meghalaya Water Resources Development Agency. This was conducted as a part of the training and capacity building exercise for the department. The aim of the workshop was to give an overview of the field hydrology and hands-on on simple field collection methods and analysis.

7.3: KNOWLEDGE TRANSFER AND CAPACITY BUILDING:

- Training in Field Hydrology for students of Sirsi College of Forestry on 17th August, 2015 at Hosagadde, Sirsi, Karnataka. A group of 55 students from the Sirsi College of Forestry were trained in field hydrology methods for one day on 17th August followed by a theoretical lecture session in the College by Dr. Jagdish Krishnaswamy on the 21st of August, 2015 (Annex 4). The bachelor level students were introduced to the basics of hydrology with reference to the Western Ghats especially in the Uttara Kannada region. During the field session, the students were taught to measure stream profile and velocity. They were also shown how to measure discharge using the salt dilution technique.
- Independent researchers from various organizations were trained in field hydrology methods enabling them to implement the knowledge in their respective field (Box 1).
- Master’s and PhD students were trained helping them in designing their study and data collection (Box 2).
- Vaijayanti Vijayaraghavan, worked as an intern under the project for her M.Sc thesis work, titled “Impact of Extreme Rainfall Events on Land Use/Cover in the Aghanashini Basin, Western Ghats”.
- Mr. Kumaran K., working as a project staff completed his M.Sc thesis titled “Relationship between Land Cover and Evapo-Transpiration in the Upper Nilgiris”.
- 3 weather stations are being maintained in close collaboration with Tamil Nadu Forest Dept., Nilgiris South. We have also installed rain gauges and a weir on request from the Forest Department for studying the effects of Wattle removal in the Nilgiris.
7.4: STAKEHOLDER TRAINING PROGRAMS:

7.4.1: Training Program for Forest Department, Ooty, 26-27th October, 2015

A training program was organized by FERAL, as part of capacity building exercise, at the Cairn Hill Interpretation center, Ooty. The objective was to teach how to operate GPS for creating waypoints and tracks and for navigation, how to manipulate and share the data between GPS units and computers and visualize the same on GIS software such as Quantum GIS and Google Earth. A total of 32 participants were trained consisting of Forest Guards, Watchers and Anti-poaching watchers.

7.4.2: Nilgiris Stakeholder Engagement Workshop, Ooty 17th February, 2016

This stakeholder workshop was to get opinions and views on the data that was being collected in the Nilgiris region since the past 4 years. We wanted to see how the information we collect can contribute to the future management of plantations and restoration of hydrologic services in this region.

Stakeholders included Dr O.P.S. Khola, Principal Scientist and Head, Central Soil and Water Conservation and Training Institute, Mr. Vijay from the Red Hill Nature Resort, Emerald, The Nilgiris, Mr. Vasanthan, independent researcher and Mr. Gokul Halan, Researcher, Keystone Foundation. Reporters from The Hindu and other local media people were also present. As part of the research team, Dr. Ravi S. Bhalla, co-PI along with his research staff from FERAL.
organized and coordinated the workshop. From ATREE, Dr. Shrinivas Badiger (Co-PI), Dr. Milind Bunyan (Post-Doctoral Researcher), R. Venkitachalam (Researcher), Ms. Divya Solomon (Researcher), Ms. Prakriti Prajapati (Researcher) and Ms. Revathy (Field Coordinator) attended the workshop.

While everyone shared concerns about extreme rainfall events, increased growths of invasive species (Shola trees and Wattle), shifts in temperatures and rapidly changing landscape, the stakeholders expressed their keen interest in using climate data acquired by the researchers in improving their agricultural practices and yield. Support of a strong economic argument was felt to be imperative in bringing about a significant positive change. The stakeholder workshop was well reported by the press in local language.

7.5: COMMUNICATING SCIENCE:

- Research into monsoon riddle, Deccan Chronicle, November 30th, 2015
- Bangalore scientists discover changing patterns of El Nino influence, Deccan Herald, August 28th, 2014
- When it rains, it pours, says study, The New Indian Express, September 22nd, 2014
- Krishnaswamy J., was part of a panel discussing the current ‘heat wave’ in Bangalore, in News9 TV. [https://www.youtube.com/watch?v=39stCkVIr9M&feature=youtu.be](https://www.youtube.com/watch?v=39stCkVIr9M&feature=youtu.be)
- As a part of the extension to the project (WGHATS-Capacity), a website on the trial rain telemetry and high frequency water quality measurements was set up in the Western Ghats alongside those in UK in Malaysia. More details at: [http://wp.lancs.ac.uk/basin-network/home-page/map/smart-watersheds-western-ghats/](http://wp.lancs.ac.uk/basin-network/home-page/map/smart-watersheds-western-ghats/)
- A website for the project was set up to showcase the ongoing work. More details at: [http://hycase-wg.atree.org/](http://hycase-wg.atree.org/)
- Our sites in the Western Ghats were included in the Critical Zone Exploration Network (CZEN).

7.6: SCIENTIFIC EXCHANGE:

- A review meeting was held at Oxford in May, 2014 under the MoES-NERC Changing Water Cycle program. Following this, experts (Prof. Bruijnzeel & Distinguished Prof. Beven) from the NERC side, visited our sites and provided their useful insights.
- MoES-NERC review meeting was held at Bangalore on 10th March, 2015 where the project outcomes were presented and was appreciated for the amount of efforts being put for collecting the primary data.
- Dr. Jagdish Krishnaswamy and Dr. Ravi Bhalla visited the UK-NERC site under the scientific exchange program in August 2015.
- Dr. Nick Chappell and Dr. Timothy Jones visited Aghnashini and Nilgiris in August, 2015.
- Dr. Mark Mulligan along with Students of King's College, London visited Nilgiris site in December, 2015 and again in December 2016. During his second visit, Dr. Mulligan provided two soil moisture sensors and two FREESTATION Meso-automatic weather stations. The soil moisture sensors have been installed at depths of 20 and 100 cm, while the two FREESTATIONS have been installed in the Nilgiris and Aghanashini, respectively.
7.7: CONFERENCES / POSTER PRESENTATIONS:

- “Hydrologic and Carbon Services in the Western Ghats: Response of Forests and Agro-ecosystems to Extreme Rainfall Events” (2015), Annual Work Seminar, ATREE, Bangalore, 4th – 7th August
- Kumaran K., Bhalla R. S., Devi Prasad K. V. (2016), “Ecological And Anthropogenic Implications Of Two Decades Of Land Cover Changes In The Upper Nilgiris In The Context Of Global Climate Change”, International Conference on Sustainable Forest Development in view of Climate Change (SFDCC2016), 8-11th August, Malaysia

Box 2: Capacity building for MSc and PhD students

Vidyadhar Atkore, PhD student at ATREE was supported under the capacity building program of the project for his doctoral thesis titled “Drivers of Fish Diversity and Turnover across multiple spatial scales: Implications for Conservation in the Western Ghats, India”.

Nachiket Kelkar, PhD student at ATREE, Bangalore: He believes what he learned in the workshop was very effective in the long run. He has been able to translate some of the concepts to others as well. He uses the Manning’s equation to estimate discharge in some areas of the Ganga River. He shares that learning these methods in the workshop was very useful as there is no simple or cost-effective way to get any estimates for large river discharges otherwise.

Shishir Rao, MSc student at NCBS, Bangalore: The workshop was extremely effective and helpful for designing his study titled “Response of stream fish assemblages to small hydro-power induced flow alteration in the Western Ghats, Karnataka”. He used the Slug discharge method, installed water level recorders and staff gauges. He feels that overall the workshop was very holistic with both hands-on as well as classroom sessions where the data collected from the field was analyzed.

Suman Jumani, MSc student at NCBS, Bangalore: She found the training was extremely useful specifically the catchment area delineation methods described. Her understanding on stream discharge measurement techniques improved and now knows how to factor it in further studies.
7.8: BOOK CHAPTERS:

7.9: PUBLICATIONS:
CHAPTER 8: SYNTHESES AND CONCLUSIONS

Jagdish Krishnaswamy, Nick Chappel, Mahesh Sankaran and Ravinder Singh Bhalla

This project leads to some key research, methodological breakthroughs and establishment of long-term monitoring sites and enhancing capacity in civil society.

Research, methods and data highlights include:

(1) Our research has focused on the role of extreme rainfall events in generating storm flows and floods in a region of India with perhaps the highest short term rain intensities.

(2) We have used parsimonious methods capable of identifying changing dynamics directly from meteorological & hydrological time-series (from existing government stations & new experimental catchments) so that change can be observed above uncertainties in techniques used (field & numerical).

(3) The application of these techniques have generated key insights such as (a) The changes in the relative role of ENSO and Indian Ocean Dipole (IOD) in the long-term dynamics of the Indian Monsoon as well as a greater role for the IOD in influencing frequency of more intense daily rainfall totals and (b) demonstrated a global monotonically decreasing non-linear relationship between sub-surface watershed residence time and mean rain intensities over a wide range of synoptic conditions. Projected increases in rainstorm intensity would then result in a greater likelihood of river floods in subsurface-dominated watersheds than is currently simulated by systems models omitting this additional nonlinearity.

(4) This is the first ever integrated analyses of high frequency rain data in relation to high frequency streamflow using wavelet analysis, OLR maps analysis and IMD synoptic charts information to categorize extreme rainfall events into synoptic typologies. Key differences between the Aghanashini and Nilgiris emerged: Over the Aghanashini basin synoptic systems that are most associated with extreme rainfall events are OSC, TCZ and local convection. Over the Nilgiris basin, extreme rainfall events are mostly associated with the active phases of monsoon, onset and retrieval phase of monsoon season.

(5) Our carbon dynamics study, one of the first in India integrated with hydro-meteorology has generated some key results with major implications for carbon dynamics under future climate: stem CO2 fluxes were higher during 2015-2016 which was relatively drier and warmer than previous years, suggestive of greater tree respiration during drier and warmer years. These patterns were also evident in the relationships between soil CO2 fluxes, soil temperature and soil moisture. Interestingly, soil CO2 fluxes were positively correlated with soil temperature, but unrelated to soil moisture in sites indicating a dominant role for temperature in regulating soil C dynamics in wet forest ecosystem. These data suggest that future changes in temperature are likely to affect soil C cycling more than changes in soil moisture.

(6) This project has been able to generate a near-complete carbon budget for the wet-forests of Sirsi, Karnataka. To our knowledge, this is the most complete quantification of its kind for any forest ecosystem in the Indian sub-continent.

(7) We have successfully tested and used salt-dilution gauging for estimating spot discharges for stage-discharge curves for head-water streams in Western Ghats under topographic and logistical situations were no other technique is currently accurate, feasible or cost-effective.

(8) The establishment of one of the highest density of rain gauges at the highest sampling frequency (per minute) for any montane tropical environment has resulted in our ability to test
satellite based rainfall estimation techniques and assess the potential role of synoptic storm type on rainfall characteristics. This has also enabled us to test various hypotheses related to rainfall-runoff pathways using cross correlation lag characteristics as well spatio-temporal evolution of rain storms and the hydrologic response to these at nested spatial scales.

Establishment of long-term monitoring sites

(1) The two clusters of instrumented basins in the Western Ghats are the first of its kind in India and perhaps in the entire humid tropics: highest rain gauge density over a 26-30 km² area with nested water-level recorders covering diverse land-cover and land-use.

(2) The first ever integrated hydrologic-carbon dynamics studies in the Western Ghats, and perhaps in India.

Enhancing capacity for research and monitoring

(1) Trained over a hundred members of civil society including students, NGOs and government staff in hydrologic science and monitoring.

(2) Long-term experimental and observational instrumented catchments for taking forward the field of eco-hydrology in India.

(3) This project has helped transform the field of ecohydrology and integrated hydrology-carbon-water quality dynamics in India and generated valuable data and knowledge that will further develop the capacity of Indian researchers to contribute world class research and data.
## ANNEXURE 1: Participant list – Hydrology Training Workshop, 2014 at Pondicherry

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>NAME</th>
<th>ORGANIZATION</th>
<th>Contact No.</th>
<th>Email ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Manish Kumar</td>
<td>SACON</td>
<td>9489812154</td>
<td><a href="mailto:manishfisheries@gmail.com">manishfisheries@gmail.com</a></td>
</tr>
<tr>
<td>2</td>
<td>Kennedy</td>
<td>ARULAGAM</td>
<td>9443592910</td>
<td><a href="mailto:walterkennedyb@gmail.com">walterkennedyb@gmail.com</a></td>
</tr>
<tr>
<td>3</td>
<td>Balachander</td>
<td>KEYSTONE</td>
<td>9442629677</td>
<td><a href="mailto:bala@keystone-foundation.org">bala@keystone-foundation.org</a></td>
</tr>
<tr>
<td>4</td>
<td>Gokul</td>
<td>KEYSTONE</td>
<td>9442629677</td>
<td><a href="mailto:gokul@keystone_foundation.org">gokul@keystone_foundation.org</a></td>
</tr>
<tr>
<td>5</td>
<td>Aditya</td>
<td>ACWADAM</td>
<td>9765287145</td>
<td><a href="mailto:bhupendradabholi@gmail.com">bhupendradabholi@gmail.com</a></td>
</tr>
<tr>
<td>6</td>
<td>Tarun Nair</td>
<td>Researcher</td>
<td>9844234982</td>
<td><a href="mailto:tarunnair1982@gmail.com">tarunnair1982@gmail.com</a></td>
</tr>
<tr>
<td>7</td>
<td>Nisarg</td>
<td>NCF</td>
<td>9035150587</td>
<td><a href="mailto:nisargprakash@gmail.com">nisargprakash@gmail.com</a></td>
</tr>
<tr>
<td>8</td>
<td>Suman Jumani</td>
<td>LIFE</td>
<td>9886971023</td>
<td><a href="mailto:sumanjumani@gmail.com">sumanjumani@gmail.com</a></td>
</tr>
<tr>
<td>9</td>
<td>Nachiket Kelkar</td>
<td>ATREE (JK lab)</td>
<td>9880745693</td>
<td><a href="mailto:nachiket.kelkar@atree.org">nachiket.kelkar@atree.org</a></td>
</tr>
<tr>
<td>10</td>
<td>Kumar</td>
<td>FES</td>
<td>8374209946</td>
<td><a href="mailto:sudheercae.022@gmail.com">sudheercae.022@gmail.com</a></td>
</tr>
<tr>
<td>11</td>
<td>Mr. M. Uthanna</td>
<td>FES</td>
<td>9008744024</td>
<td><a href="mailto:uthannamu@gmail.com">uthannamu@gmail.com</a></td>
</tr>
<tr>
<td>12</td>
<td>Mr. Bhupal Bisht</td>
<td>CHIRAG</td>
<td>9627294463</td>
<td><a href="mailto:bhupal@chirag.org">bhupal@chirag.org</a></td>
</tr>
<tr>
<td>13</td>
<td>Siddhant Nowlakha</td>
<td>Sahayog</td>
<td>8889616139</td>
<td><a href="mailto:siddhant.n@outlook.com">siddhant.n@outlook.com</a></td>
</tr>
<tr>
<td>14</td>
<td>Medha Hegde</td>
<td>LIFE, Sirsi</td>
<td>8277517184</td>
<td><a href="mailto:mksirsi@gmail.com">mksirsi@gmail.com</a></td>
</tr>
<tr>
<td>15</td>
<td>Divya Solomon</td>
<td>CARIAA (Atree)</td>
<td>8141754659</td>
<td><a href="mailto:divya.solomon@atree.org">divya.solomon@atree.org</a></td>
</tr>
<tr>
<td>16</td>
<td>Rahul Varier</td>
<td>IDRC (Atree)</td>
<td>9497274491</td>
<td><a href="mailto:rahulsvarier@gmail.com">rahulsvarier@gmail.com</a></td>
</tr>
<tr>
<td>17</td>
<td>Manohar Kalal</td>
<td>ATREE</td>
<td>8904228088</td>
<td><a href="mailto:manohar.kalal@atree.org">manohar.kalal@atree.org</a></td>
</tr>
<tr>
<td>18</td>
<td>Yogisha Bhat</td>
<td>ATREE</td>
<td>9480676495</td>
<td><a href="mailto:yogisha.bhat@atree.org">yogisha.bhat@atree.org</a></td>
</tr>
<tr>
<td>19</td>
<td>Prachi Ghatwai</td>
<td>ATREE</td>
<td>9880822244</td>
<td><a href="mailto:prachi.108@gmail.com">prachi.108@gmail.com</a></td>
</tr>
<tr>
<td>20</td>
<td>Vindhya N. G.</td>
<td>ATREE</td>
<td>9980243232</td>
<td><a href="mailto:vindhya.ng@atree.org">vindhya.ng@atree.org</a></td>
</tr>
<tr>
<td>21</td>
<td>Kumaran K.</td>
<td>FERAL</td>
<td>9488494601</td>
<td><a href="mailto:kumaran.k@feralindia.org">kumaran.k@feralindia.org</a></td>
</tr>
<tr>
<td>22</td>
<td>Siva S.</td>
<td>FERAL</td>
<td>9488089949</td>
<td><a href="mailto:sivanaturewild@gmail.com">sivanaturewild@gmail.com</a></td>
</tr>
<tr>
<td>23</td>
<td>Saravanan S.</td>
<td>FERAL</td>
<td>9655389379</td>
<td><a href="mailto:saravanan@feralindia.org">saravanan@feralindia.org</a></td>
</tr>
</tbody>
</table>
ANNEXURE 2: Participant List – Hydrology Training Workshop, 2015 at Sirsi

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Name</th>
<th>Organization</th>
<th>Email</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mohd Zeeshan Malik</td>
<td>SACON</td>
<td><a href="mailto:malik908@gmail.com">malik908@gmail.com</a></td>
</tr>
<tr>
<td>2</td>
<td>Pallavi Talware</td>
<td>LIFE CSIR Pool Officer, KU, Dharwad</td>
<td><a href="mailto:paalavit@gmail.com">paalavit@gmail.com</a></td>
</tr>
<tr>
<td>3</td>
<td>Dr. Dheeraj K V</td>
<td>CSIR Pool Officer, KU, Dharwad</td>
<td><a href="mailto:dheeraj2k@gmail.com">dheeraj2k@gmail.com</a></td>
</tr>
<tr>
<td>4</td>
<td>Renie Thomas</td>
<td>WOTR</td>
<td><a href="mailto:renie.thomas@wotr.org.in">renie.thomas@wotr.org.in</a></td>
</tr>
<tr>
<td>5</td>
<td>Parvathy Menon</td>
<td>IDRC team, ATREE Asst. Professor, College of Forestry, Ponnampet</td>
<td><a href="mailto:parvathy.menon@atree.org">parvathy.menon@atree.org</a></td>
</tr>
<tr>
<td>6</td>
<td>Mr. Rajashekhar Barker</td>
<td>WOTR</td>
<td><a href="mailto:rdbarker11@gmail.com">rdbarker11@gmail.com</a></td>
</tr>
<tr>
<td>7</td>
<td>Vidyadhar Atkore</td>
<td>ATREE</td>
<td><a href="mailto:vidyadhar.atkore@atree.org">vidyadhar.atkore@atree.org</a></td>
</tr>
<tr>
<td>8</td>
<td>Ankur Shringi</td>
<td>PhD student, CES, IISc</td>
<td><a href="mailto:ankur@ces.iisc.ernet.in">ankur@ces.iisc.ernet.in</a></td>
</tr>
<tr>
<td>9</td>
<td>Dina Rasquinha</td>
<td>NCBS</td>
<td><a href="mailto:dina.rasquinha@gmail.com">dina.rasquinha@gmail.com</a></td>
</tr>
<tr>
<td>10</td>
<td>Chidambar Gowda</td>
<td>Sirsi College of Forestry</td>
<td><a href="mailto:chidutg@gmail.com">chidutg@gmail.com</a></td>
</tr>
<tr>
<td>11</td>
<td>S.D. Bhat</td>
<td>Sirsi College of Forestry</td>
<td><a href="mailto:sdbhat.wlvd@gmail.com">sdbhat.wlvd@gmail.com</a></td>
</tr>
<tr>
<td>12</td>
<td>Balu Hegde</td>
<td>Independent</td>
<td><a href="mailto:blhegde@gmail.com">blhegde@gmail.com</a></td>
</tr>
</tbody>
</table>

List of NCBS students

1. Anisha Jayadevan
2. Anushka Rege
3. Biang Syiem
4. Shiva Bhojwani
5. Swetha Bashyam
6. Pradeep Koulagi
7. Shishir Rao
8. Binod Borah
9. Ramchandran
10. Pooja Rathod
GOVERNMENT OF MEGHALAYA
OFFICE OF THE CHIEF ENGINEER (WATER RESOURCES)

No: CE/WR/346/2011-16/Pt/208                     Dated Shillong, the ___ April 2016.

TO WHOMSOEVER IT MAY CONCERN

The Department of Water Resources, Government of Meghalaya, facilitated a training workshop on "Field Hydrology" from 22nd to 24th February, 2016 in Shillong, Meghalaya.

The workshop was conducted jointly by Ashoka Trust for Research in Ecology and the Environment (ATREE), Bengaluru and Foundation for Ecological Research, Advocacy and Learning (FERAL), Tamil Nadu. It was jointly supported by the Changing Water Cycle Program, Ministry of Earth Sciences, and Government of India and partially by the Department of Water Resources Govt. of Meghalaya.

The resource team conducting the workshop consisted of Dr. Jagdish Krishnaswamy and Dr. Srinivas Badiger from ATREE and Dr. Ravi Bhalla and Mr. Srinivas Vaidyanathan from FERAL respectively. The team also included Dr. Susan Varughese, Tarun Nair, Vindhya N.G. and Kumaran K. as supporting resource team and coordinating the workshop.

Yours Sincerely

[Signature]
Chief Engineer (WR)
Meghalaya Shillong
ANNEXURE 4: Letter of Appreciation from the Sirsi College of Forestry

To:
Dr. Jagadish Krishnaswamy
Senior Fellow, ATREE
Royal Enclave, Sriramapura,
Jakkur Post, Bengaluru,
Karnataka - 560064

Sub: Gratitude for opportunities for me and students on forest hydrology

Dear Dr. Jagadish,

It is a pleasure to state what the days 13-21 August 2015 were. To start with, I got a life time opportunity to see for myself, witness, participate and learn several things in forest hydrology. It was a dream came true after my readings in Ecology books on Coweeta Field Hydrology Station, about which I had only read and felt fascinated 30 years ago. Thank you and your team for allowing me to participate and learn. It was a learning packed 3 days for me. The guidance by you and your team has made me confident to display practicals to students on stream cross-sectioning, and float method of stream flow measurements. That itself can be a wonderful set of knowledge for our UG, PG students.

Also, on 17.8.2015, our 3rd year B.Sc. (Forestry) students, 58 in number, undergoing Forest Ecology course, visited your field station, and got a wonderful exposure to many of the field hydrology equipments, and hands-on exposure to techniques on steam flow measurements. It was quite an apt exercise. In fact, what they did and learn in the field on that day, they discussed, analysed for over six hours, spread over two practical classes, and submitted as written assignment. 2-3 pages of the assignment, I am emailing photos to you.

Thirdly, it was a privilege for me, students, and colleagues to listen to your lecture titled 'Effects of land cover and land use on hydrologic services in the Western Ghats of India', and interact with you on 21.8.2015.

We would like to associate with you and your team in future years also, for our UG and PG courses on Ecology. Yours is a wonderful set of field laboratories that our students can access.

Our Dean (Forestry) and our Head of Department, Forest Biology, have expressed their pleasure over the matters stated above, and asked me to convey their regards to you. This letter is carrying their wishes.

Thanking you and your team for all the opportunities given and learnings delivered,

Yours sincerely,

[Signature]

Shridhar D. Bhat
Assistant Professor (Wildlife)
Department of Forest Biology
College of Forestry
Sirsi - 581 401

Date: 25th September 2015

Copies submitted to:
1. Dean (Forestry), College of Forestry (CoF), Sirsi, for kind information
2. The Head of the Department, Forest Biology & Tree Improvement, CoF, for kind information.
The rain–runoff response of tropical humid forest ecosystems to use and reforestation in the Western Ghats of India
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Summary
The effects of forest degradation and use and establishment of tree-plantations on degraded or modified forest ecosystems at multi-decadal time-scales using tree-plantations on the streamflow response are less studied in the humid tropics when compared to deforestation and forest conversion to agriculture. In the Western Ghats of India (Uttar Kannada, Karnataka State), a previous soil hydraulic conductivity survey linked with rain IDF (intensity–duration–frequency) had suggested a greater occurrence of infiltration-excess overland within the degraded forest and reforested areas and thus potentially higher streamflow (Bonell et al., 2010). We further tested these predictions in Uttar Kannada by establishing experimental basins ranging from 7 to 23 ha across three ecosystems, (1) remnant tropical evergreen Forest (NF), (2) heavily-used former evergreen forest which now has been converted to tree savanna, known as degraded forest (DF) and (3) exotic Acacia plantations (AC, Acacia auriculiformis) on degraded former forest land. In total, 11 basins were instrumented (3 NF, 4 AC and 4 DF) in two geomorphological zones, i.e., Coastal and Up-Ghat (Malnaad) and at three sites (one Coastal, two Up-Ghat). The rainfall–streamflow observations collected (at daily and also at a 36 min time resolutions in the Coastal basins) over a 2–3 year period (2003–2005) were analysed.

In both the Coastal and Up-Ghat basins, the double mass curves showed during the rainy season a consistent trend in favour of more proportion of streamflow in the rank order DF > AC > NF. These double mass curves provide strong evidence that overland flow is progressively becomes a more dominant stormflow pathway. Across all sites, NF converted 28.4 ± 6.41% of rainfall into total streamflow in comparison to 32.7 ± 6.97% in AC and 45.3 ± 9.61% in DF.

Further support for the above trends emerges from the quickflow ratio Q/F/Q for the Coastal basins. There are much higher values for both the DF and AC land covers, and their rank order DF > AC > NF. The quickflow response ratio Q/F/Q is also the highest for the DF basin, and along with the Q/F/Q ratio, can exceed 90%. The corresponding delayed flow response ratios, Q/F/D clearly show the largest Q/F/D ratio, as a proportion of event precipitation from the Forest (NF1). The application of linear model supported these differences (e.g. 10–36% difference between NF and DF, p < 0.001) in the storm hydrologic response of the Coastal basins. The exception was Q/F/D where there was a higher uncertainty connected with inter-basin mean differences. Cross-correlation plots for rain–stormflow and corresponding lag regression models for three storm events in the Coastal basins suggested the existence of alternative stormflow pathways with multiple lags with peaks between ~12 and 24 h in NF, compared to respective bimodal peaks at ~1 and 16 h in AC and ~1 and 12 h in DF. The long time lags for NF are suggestive of deep sub-surface stormflow and groundwater as the contributing sources to the storm hydrograph. The short time lags in DF and AC are indicative of overland flow and so ‘memory’ of the previous degraded land cover is retained in AC as supported by previous hydraulic conductivity data. As potential and actual evapotranspiration is likely to be depressed during the monsoon, differences in streamflow and run-off responses between land-cover types is largely attributed to differences in soil infiltration and hydrologic pathways. Enhancing infiltration and reducing run-off in managed ecosystems should be explored in the terms of the context of other ecosystem services and biodiversity.
1. Introduction

Previous work has highlighted a lack of drainage basin experiments to capture the hydrological responses to multi-decadal land degradation which is now the emerging reality of many humid tropical landscapes (Brujinzeel, 1989, 2004; Brujinzeel et al., 2004; Sandstrom, 1998; Gambelluca, 2002; DeFries and Esheleman, 2004; Holscher et al., 2004; Ziegler et al., 2004; van Dijk and Keenan, 2007; Ilistedt et al., 2007; Malmer et al., 2010). Similarly no such experiments have been established to monitor the hydrological impacts of ‘forestation’ (Scott et al., 2004) over ‘degraded land’ (Safriel, 2007) previously occupied by native tropical forests (Scott et al., 2004; Ilistedt et al., 2007; Lamb et al., 2005; Lamb, 2011). As part of the preceding scenarios, earlier work (Bonell et al., 2010; Bonell, 2010) noted that there is comparatively limited information in the humid tropics on the surface and sub-surface permeability of: (i) forests which have been impacted by multi-decades of human occupancy and (ii) forestation of land in various states of degradation. Moreover even less is known about the dominant stormflow pathways (as defined by Chappell et al. (2007)) or storm hydrograph characteristics (i.e., quickflow, delayed or baseflow; Chorley, 1978) for these respective scenarios.

Zhou et al. (2001) presented data from experimental first-order basins (up to 6.4 ha) in monsoonal southern China to study the impacts of rehabilitation of barren degraded land using eucalyptus (Eucalyptus exserta) as a plantation and separately, by under-planting this eucalyptus with indigenous species. Within a 10-year period subsequent to 16 years of forestation, Zhou et al. (2001) noted that there was a progressive reduction in quickflow largely attributed to increased macroporosity associated with the incorporation of biological matter. Although no soil hydraulic conductivity or hillslope hydrology data were presented, these writers remarked that the quickflow response was the highest from the degraded catchment due to surface soil crusting and showed no trend over the 10-year period, except being sensitive to rainfall variability. Similarly, work in very small basins (0.13–0.25 ha) over karst in Leyte, The Philippines (Chandler and Walter, 1998; Chandler, 2006) suggests that that pasture–fallow sites produced high volumes of infiltration-excess overland flow, IOF (70–80% of annual rainfall) compared with the minimal volumes of basin streamflow (~3% mostly from subsurface stormflow, SSF) from forest.

The above Asian studies are for the most part dealing with multi-decadal to century time scale, human impacted landscapes. In contrast there has been a concentrated effort on the impacts of forest conversion to pasture in the Amazon basin where such land cover changes are more recent. Whilst most of the work (reviewed in Bonell (2010)) has focused on point-scale, field saturated hydraulic conductivity ($K_s$; Bouwer, 1966; Talsma and Hallam, 1980; Talsma, 1987) measurements; the work of de Moraes et al. (2006) was one of the first to present comparative hydrometric evidence (e.g. runoff plots, storm hydrograph response characteristics) from a forested (0.33 ha) and pasture basin (0.72 ha). Forest conversion to pasture 30 years ago had now clearly enhanced the occurrence of saturation-excess overland flow, SOF and further introduced IOF leading to higher proportions of total flow volumes as quickflow (2.7% forest vis a vis 17% pasture). A reduction in macroporosity beneath the pasture when compared with the forest, and a corresponding decrease in $K_s$ in the surface pasture soil, were the causal factors (de Moraes et al., 2006). Similar conclusions from a 3.9 ha basin in Rondonia which drained a cattle pasture were reported by Biggs et al. (2006). They noted quickflow was 16% of rainfall for a 10 rainstorm sample and ~50% of this quickflow resulted from IOF. Later Chaves et al. (2008) and Germer et al. (2010) reported on a combined hydrology–hydrochemistry study for respectively a forest (1.37 ha) and pasture (~20 years old, 0.73 ha) basin. These writers reported that overland flow (mostly SOF) dominated streamflow from the pasture in contrast to SSF in the forest supported by varying proportions of groundwater and soil water. Further evidence at larger scales in the Amazon basin that infer similar changes in the dominant stormflow pathway have also been presented (e.g., Costa et al., 2003; D’Almeida et al., 2007; Rodriguez et al., 2010).

Forest conversion, degradation and reforestation affect both infiltration and evapotranspiration, and there can be a trade-off between the two. These components are encapsulated in the ‘infiltration trade-off’ hypothesis of Brujinzeel (1989, 2004). In the context of this study, this hypothesis suggests that the ability of a degraded forest to allow sufficient infiltration (and thus groundwater recharge via vertical percolation) in the wet-season may be impaired to such an extent, that the short and long-term effects on delayed flow after storms as well as on dry season flow would be detrimental, even after accounting for ‘gains’ from reduced evapotranspiration. Further such reductions in infiltration have the ability to change the dominant stormflow pathways (Chappell et al., 2007) on hillslopes from subsurface stormflow (SSF) to infiltration-excess overland flow (IOF). Under certain conditions and at ‘local’ scales, there is now emerging evidence in support of this hypothesis when concerning these changes in the storm runoff generation component.

Through the use of a Comparative Catchment approach (Blackie and Robinson, 2007), this work will present rainfall–streamflow data from 11 basins (<45 ha) in the monsoonal tropics to test hypotheses from an earlier survey of field, saturated hydraulic conductivity, $K_s$ in the Uttar Kannada district (Karnataka State) of the Western Ghats of India (Bonell et al., 2010). The locations of the experimental basins were guided by the landscape groupings of Gunnell and Radhakrishna (2001). Consequently three of the basins were located on the Coastal block and the remainder in the higher interior known as the Up-Chat block or Malnaad. The rainfall–streamflow data analysed in this work was collected over a 2–3 year period (2003–2005) at a daily time resolution which was supplemented by 36 min data in the case of the Coastal basins.

As a result of degradation of forests over multi-decadal to century time scales, the land cover is complex in Uttar Kannada in common with other parts of the Western Ghats (Menon and Bawa, 1998; Seen et al., 2010). Patches of remnant natural forest, which are less disturbed and less used by people are at one end of the disturbance gradient and whilst at the other end, are a heterogeneous category of disturbed and heavily used forest (known as degraded forest). In addition a mix of State Government and community-based forestation programmes have been implemented for more than two decades within degraded forests and severely degraded, former forest-covered land (Pomeroy et al., 2003; Ramachandra et al., 2004). Consequently the Western Ghats (Karnataka State) provides a basis for evaluating land cover (LC) change impacts on streamflow hydrology at contrasting time scales linked with (i) forest land use and degradation, (ii) forestation over previously degraded land, relative to less used native forest and thus can address the hydrological knowledge gaps connected with these two scenarios (Ilistedt et al., 2007; Malmer et al., 2010). The impacts on the storm runoff hydrology of three of the more common land cover types namely, less disturbed natural–tropical evergreen Forest (NF), heavily impacted, degraded forest (DF) and former degraded land that has undergone ‘forestation’ (Scott et al., 2004) by way of Acacia auriculiformis plantations (AC) will be evaluated. The DF represents severely degraded, former evergreen forest, which has been converted floristically and architecturally into an open tree savanna.
1.1. Previous work relevant to the current study

Bonell et al. (2010) had previously provided $K_p$ data for five LCs (natural forests, degraded forests, acacia and teak plantations) and three soil groups, and linked such data with rainfall characteristics (IDF, intensity–duration–frequency). For extreme rainfalls with return periods of 1 in 1 year upwards, these writers inferred that $I_{OF}$ was a more dominant stormflow pathway on hillslopes than previously thought when concerning many of the land covers and for many of the return periods of rainfall. Significantly such an inference included some (but not all) of the less disturbed natural forests. Otherwise it was suggested that subsurface stormflow (SSF), supplemented by saturation overland flow (SOF), was the most prevalent.

One of the few other experimental basin studies previously undertaken in the Western Ghats was by Putty and Prasad (2000a), and later summarised in Putty (2006), based on first order basins (up to 8 ha in area) which were located south of Uttar Kannada within the Dakshina–Kannada district (near Talakaveri, annual rainfall ∼6750 mm). Some of the conclusions of Bonell et al. (2010) aligned with the descriptions of Putty and Prasad (2000a). The latter, had noted the occurrence of $I_{OF}$ in the multi-decadal impacted, Kannike basin (2.8 ha) of mixed grassland and forestation where final soil infiltrability ($Hillel, 1980$) could be as low as 6 mm h$^{-1}$. However such $I_{OF}$ was supplemented SOF from riparian areas adjoining the stream (the Dunne mechanism, Dunne and Black, 1970) and more extensively on slopes, by an additional process termed pipeflow overland flow, $POF$ (Putty, 2006). For the less disturbed, natural forest basin (8 ha), Putty and Prasad (2000a) noted that SOF is a significant contributor to stream discharge only during short duration events of higher rain intensity (∼10–15 mm h$^{-1}$) and pipeflow is the major mechanism generating streamflow for the predominantly low rain intensity–longer storm durations. However these studies did not have detailed $K_p$ or stream hydrograph analyses and these aspects will be addressed in this study.

In the absence of detailed hillslope hydrology studies (a typical situation in most of the humid tropics), the work will analyze the rainfall–streamflow data using up to four analytical methods to assess if there is some coherence across the various interpretations of the results. These analyses will concurrently address the following questions:

1. What are the impacts of the three land covers on the stream discharge hydrograph components, viz, total flow, quickflow and delayed flow?
2. What dominant stormflow pathways can be inferred from the storm hydrograph characteristics and is there any agreement with the stormflow pathways, as suggested from the earlier $K_p$ survey linked with rain IDF (intensity–duration–frequency) (Bonell et al., 2010)?
3. What is the impact of forestation on the recovery of the rain–streamflow responses towards those observed under the less disturbed, natural forest?

2. Description of study area

2.1. Geology, landforms, soils and soil hydrology

The locations of the instrumented catchments are shown in Fig. 1. The two sets of sites are located in two distinct landforms: the Coastal plain and adjoining slopes and hilly Up-Ghat or Malnaad region. The geology is mainly Archaen-Proterozoic-Dharwad schist and granitic gneiss, meta-volcanics and some recent sediment in the coastal belt. Greywackes with lateritic caps are prevalent in a cross-section from the Western slopes to the Malnaad (Geological Survey of India, 1981).

Many of the upper geological sequences of this region are lateritised due to their exposure to suitable climatic conditions over a prolonged period. Their thickness ranges from a few cm to as much as 60 m in depth (Geological Survey of India, 2006). Fig. 16b in Bourgeon (1989) provided a simplified latitudinal cross-section of the geology and location of laterite from the coast through to the Malnaad (incorporating Siddapur and Sirsi, Bonell et al., 2010). This cross-section is in proximity to the latitude where the study basins are located.

In the escarpment of the Ghats, the catchments in the Coastal zone are dominated by rocks of the Archean complex. The associated soils are dominated by 1:1 clays associated with iron and aluminium oxy hydroxides. We used the Indian soil classification system (NBSSLUP, 1993; Shivaprasad et al., 1998; Bonell et al., 2010) and these Coastal basin soils belong to the Laterite soil group. Under the FAO system these soils are mixture of Eutric Nitosols and Acrisols (FAO-UNESCO, 1974; FAO, 1998) and would be classified under the USDA system as Alfisols, Ultisols and Oxisols (Soil Survey Staff, 1975, 1999) (Table 1). A separate French survey of the Western Ghats undertaken by Bourgeon (1989) described the soils as being “Lithosols” and “Ferralitic”. A soil description of the evergreen forest within ∼5 km of the Coastal basins is provided in Table 2 (Bourgeon, 1989).

The catchments in the Malnaad are on the back slopes of the Western Ghats, deeply dissected, and the geology is dominated by Greywackes. The associated soils have similar clay minerals as above. They are classified as Red and Laterite (Shivaprasad et al., 1998), with similar equivalent classifications of FAO to those soils of the Coastal basins. When concerning the USDA, they are a mixture of Alfisols, Inceptisols and Oxisols (Shivaprasad et al., 1998; Table 1).

The soils in both the Coastal and Malnaad basins are deeply weathered similar to the description of Putty and Prasad (2000a). In the absence of any deep drilling in the basins, however no detailed soil descriptions down to bed rock exist. Exposures in hills and stream banks do suggest that soils extend well beyond 2 m in depth (Fig. 2). Further no detailed mapping of soil pipe occurrence was undertaken. However there was evidence of vertical macropore flow in soil exposures and an example is shown in Fig. 2.

2.2. Hydrogeology

Detailed hydrogeological surveys have not been done in the experimental basins. Even across the study area landscape such information is relatively sparse based on two phases of exploration with boreholes up 200 m depth (Central Groundwater Board, CGWB, 2008). The main aquifers in the study area are the weathered and fractured zones of metavolcanics, metasedimentary rocks, granites and gneisses, laterites, along with the alluvial patches found along the major stream courses. Significantly there is no primary porosity in the hard rocks. It is the secondary structures like joints, fissures and faults present in these formations up to 24.41 m in depth, which act as a porous media with an effective porosity of 1–3% and contain groundwater. The transmissivity of aquifer material in general range from 2.09 to 24.41 m$^2$ day$^{-1}$ (CGWB, 2008). At depths <30 mgbf unconfined, groundwater dominates but there is a tendency towards a more confined status at greater depths due to the complexity of the geological formations and associated fracture zones. Spot surveys undertaken in May (pre-monsoon) and November (post-monsoon) 2006 and using a network of 30 of the national hydrograph stations, showed that pre-monsoon water levels between 5 and 10 mgbf were typical over large parts of Uttar Kannada. In the post-monsoon, the
prevailing depths within the Coastal and Malnaad areas were respectively 2–5 and 5–10 mbgl (CGWB, 2008).

2.3. Climate

The climate is classified under Koppen as ‘tropical wet and dry’. Rainfall is monsoonal and unimodal (June to September). The annual rainfall varies from 3979 mm in the Coastal zone to 3275 mm in the Malnaad (1950–2000 average, derived from Hijmans et al., 2005). Long-term annual reference potential evapotranspiration (PET) is 1482 mm for the Coastal basins and 1527 mm in the Malnaad basins (Hijmans et al., 2005).

On a monthly basis there is marked reduction in PET following the onset of the monsoon in June until its termination from October onwards (Hijmans et al., 2005). This ‘dip’ in PET is due to persistent high humidity and cloudiness with frequent rainfalls (Bourgeon, 1989; Hijmans et al., 2005).

The dry season lasts from 5 to 6 months and so during this time PET > rainfall. Annual mean temperatures range from 26.4 °C in the Coastal plains and slopes to 24.5 °C in the Malnaad (Hijmans et al., 2005). Annual average relative humidity is ~72.3% in the coastal basins and 70% on the Malnaad slopes ((1960–1990), New et al., 1999).

Maximum rainfall intensities for a duration of 15mins across the study area range from 50 mm h⁻¹ (1 in 1 year) to 130 mm h⁻¹ (1 in 50 year) (Bonell et al., 2010). Overall these short-term rainfall intensities are comparatively low by global standards for the humid tropics (Bonell et al., 2004). In a previous Western Ghats study, despite the high annual rainfalls and the long duration of storms, hourly and 15 min rain intensities >40mm h⁻¹ contributed to not more than 15% of total rain and last a mere 2–5% of the total duration of events (Putty, 2006; Putty and Prasad, 2000a,b; Putty et al., 2000).

2.4. Aspects of vegetation and land covers

The vegetation of the study area is highly diverse in response to the equally complex geology, geomorphology and climate of the Western Ghats. Based on criteria such as physiognomy, phenology and floristic composition, the vegetation of the study area is classified principally as evergreen and semi-evergreen which are two of the five major floristic types identified in the region (Pascal, 1982, 1984, 1986, 1988; Ramesh and Pascal, 1997; Ramesh and Swaminath, 1999). Within the framework of a highly fragmented land cover/land use system (Blanchart and Julka, 1997; Menon and Bawa, 1998; Pomeroy et al., 2003; Pontius and Pacheco, 2004; Seen et al., 2010), there are typically three principal stable patterns of land use and management, viz:

(i) Less disturbed, dense forest (referred to also as Natural Forest, NF, or Forest) which has resulted from a limited extraction regime, and is commonly associated with Reserve Forest patches.

(ii) Dominantly tree savannas (Degraded Forest, DF, or Degraded) that result from intense harvest of fuelwood, leaf and litter manure and grass, as well as intermittent fires (Rai, 2004;
These tree savannas were previously occupied by mostly evergreen and semi-evergreen forest prior to severe disturbance over decad to century time scales. The specie composition, tree density and basal area of this land cover however can be highly variable between first-order basins (see Table 3).

(iii) Exotic *Acacia auriculiformes* plantations planted since 1980 (*Acacia, AC*) that are part of the ‘forestation’ programme of the Karnataka Forest Department (Rai, 1999). Typically these plantations have replaced grazing land, or highly degraded forest land, some of which had further degraded to become barren land. The initial survival of the AC plantings has been ensured through fencing and guarding. The ages of AC plantations in the study basins range from to 7 to 12 years (Table 3).

Historically, people would have used and occupied the more accessible sites, which are currently under degraded forests or are under restoration through establishment of tree plantations.

A description of the dominant vegetation types in the experimental basins are shown in Table 3. It should be noted that the *Acacia* plantations are not wholly monoculture but do incorporate a few other species.

**2.5. Vegetation sampling and mapping exercise in the Malnad**

A vegetation sampling and mapping exercise was undertaken in selected Malnad basins using 100 m × 20 m transects to enumerate tree species, tree girth, tree density and disturbance level (Table 3). Degraded forests still contained significant areas of dense tree vegetation. Further, pure grasslands in small patches exist and are dominated by *Themeda* sp. (Lele and Hegde, 1997). There was also significant difference in the species composition, tree density and basal area of different degraded basins, as well as between natural forests. However, both the NF basins clearly have the highest tree densities and basal areas compared to all other categories.

**2.6. Tree root depths and surface $K_{fs}$ across the land covers**

Examination of selected soil exposures indicated that roots extended well beyond 2 m depth under the Natural Forest. For the young *Acacia* plantations most roots were ≤1.5 m in depth and are known to be more densely concentrated between 0.3 and 1.0 m (Kallarackal and Somen, 2008). Depth of roots under the Degraded Forest were more varying, but mostly ≤0.6 m. depth due to the more extensive low herbaceous cover (dominated by grass species) in between the surviving trees.

Elsewhere Venkatesh et al. (2011) provided complementary evidence of the nature of rooting patterns. They observed that on the basis of soil moisture recessions most plant water use was confined to the upper soil layer (≤0.5 m depth) in both the AC1 and DF1 Kodgibail basins (Table 1). This characteristic was attributed to the shallow rooting patterns in these two land covers. In contrast soil moisture recessions were evident throughout the profile down to 1.5 m depth in NF1 due to the greater depth of roots. This significant phase of moisture withdrawal occurred especially in the early stages of the post-monsoon season (Venkatesh et al., 2011). At such times, tree physiological activities take advantage of freely available, soil water combined with a more favourable meteorology that is, less cloudiness and a decrease in air humidity (Kallarackal and Somen, 2008).

The respective $K_{fs}$ for the surface soils were in the range 26.4–187.8 mm h$^{-1}$ for the natural forest compared to 26.8–61.0 mm h$^{-1}$ under the *A. auriculiformes* plantations. The lowest surface $K_{fs}$ occurred under the degraded forests being in the range of only 7.3–24.4 mm h$^{-1}$ (Bonell et al., 2010). Further details of the vertical changes in $K_{fs}$ with depth are described in detail in Bonell et al. (2010).

**2.7. The experimental basins**

Additional details of the experimental basins (as shown in Fig. 1) are provided in Tables 1 and 3. The complex mosaic of...
land-cover and land-use made it difficult to identify homogeneous catchments of a sufficient area to be sure that inter-basin transfer of groundwater is potentially not significant, and the best possible catchments for a comparative study are less than 50 ha. In many basins the corresponding areas are <10 ha as a result. On the other hand, these basin areas (Table 1) are of the same order of magnitude, or even one to two orders larger, when compared to other studies elsewhere (e.g., Chandler and Walter, 1998; Putty and Prasad, 2000a; Zhou et al., 2001; de Moraes et al., 2006; Chaves et al., 2008). Further because of their limited size, most basins did not have perennial flow. Any shortcomings of using basins of such small area will be later considered.

Despite the higher elevations in the Malnaad (basin numbers 4–11, Table 1), the mean slope angles are low (<7.5 °). It is also pertinent that the Vajgar basins 4 and 5 have different soils and higher elevations when compared to basins 6–11. By contrast the Coastal basins (Areangadi, basin numbers 1–3, Table 1) have higher mean slopes varying between ~10–17°. A riparian zone is more evident within the Coastal forest basin from the mid-stream profile towards the gauging station (NF1, Site 1). Whereas this feature is absent in the DF1 (Site 2) and AC1 (Site 3) and the convex hill slopes border the stream channel directly. Overall the Coastal forested catchment is characterised by steeper terrain, especially in upper parts of the basin, when compared to the other land-covers at Areangadi (Table 1).

### 3. Field methods and data

#### 3.1. Rain–runoff instrumentation

Stream discharge in each catchment was measured using either weirs or stage-velocity-discharge methods. In addition all catchments in the Coastal zone (Areangadi) were instrumented with stage level, mechanical water-level recorders and an automatic rain gauge. As these three basins were spatially close together, the same data from the one automatic rain gauge was used. The latter was positioned so that it was <2 km from the boundaries of all these Coastal basins. In the Malnaad group, rainfall and streamflow data were collected daily supported by additional manual measurements of stream stage taken up to four times a day.

In summary, daily rainfall and stream discharge data for the years 2003, 2004 and 2005 are available for the Kodigibail and Vajagar catchments in the Up-Ghat (Malnaad), and for 2004–2005 for the three Coastal basins (Table 1). In addition for part of the summer monsoon of 2005 (16 June–26 July), 36 min (0.6 h) data was available for rainfall–streamflow for selected storms in the three Coastal catchments. Such information enabled us to monitor temporal changes in the rain–streamflow response following the onset of the monsoon until maximum basin wetness was attained. However there were equipment malfunctions within at least one of these basins during some of the rain events. This reduced the number of storms where streamflow was measured concurrently across all basins during a rain event to allow an intercomparison using time series methods. On the other hand, other analytical methods (discussed below) could be undertaken on all events. Further these equipment problems caused us to extend the rain–streamflow monitoring in the Natural Forest basin until 30 September 2005.

#### 3.2. Permeability

In the three Coastal zone catchments and in a representative sub-set of basins in the Malnaad zone [i.e., Kodigibail basin nos. 6 (NF1), 7 (DF1), 9 (AC1); Vajagar basin nos. 4 (NF1) and 5 (AC1) in Table 1], field saturated hydraulic conductivity, $K_s$ was measured up to a soil depth of 1.5 m. For the surface and 0.1 m depth, the disc permeameter was used for the determination of soil $K_s$ (Perroux and White, 1988; McKenzie et al., 2002). A Guelph constant head well permeameter, CHWP (Mackenzie, 2002) measured subsoil $K_s$ at depth intervals 0.45–0.60 m, 0.60–0.90 m, 0.9–1.20 m and 1.20–1.50 m. When concerning the presentation of the results, the latter will be abbreviated from here-on using the lower depths, viz. 0.6, 0.9, 1.2, 1.5 m.
Table 3  
Vegetation characteristics of the instrumented basins.

<table>
<thead>
<tr>
<th>No.</th>
<th>Site</th>
<th>Type</th>
<th>Land cover type and code</th>
<th>Vegetation type and dominant tree species</th>
<th>Average tree density (per ha)</th>
<th>Average basal area (m² ha⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Coastal basins</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| 1   | Areangadi | Natural Forest | NF1                      | Low elevation Evergreen and semi-evergreen forest  
Dipterocarpus indicus–Diospyros candollea–Diospyros oocarpa type                                    | N/M                         | N/M                       |
| 2   | Areangadi | Degraded Forest | DF1                      | Alseodaphne semicarpifolia, Lophopetalum wightianum, Ixora barcheata, Aporosa lindleyana, Hopea wightiana,  
Terminalia paniculata, and Terminalia alata                                                      | N/M                         | N/M                       |
| 3   | Areangadi | Acacia      | AC1                      | Anacardium occidentale, Garcinia indica, Syzigium cumini, Buchanania lanzan, Holigarna aronottiana, Alseodaphne semicarpifolia | N/M                         | N/M                       |
|     |      | Malnad (UP-GHAT) |                          |                                                                                                          |                             |                            |
| 4   | Vajgar | Natural Forest  | NF1                      | Medium elevation Evergreen and semi-evergreen forest  
Persea macaranta–Diospyros spp.–Holigarna type                                                            | 485                         | 3536                      |
| 5   | Vajgar | Degraded Forest | DF1                      | Lophopetalum wightianum, Alseodaphne semicarpifolia, Gymnonthra conariea, Sagereaea listari, Holigarna aronottiana  
Alseodaphne semicarpifolia, Lophopetalum wightianum, Ixora barcheata, Aporosa lindleyana          | 615                         | 1896                      |
| 6   | Kodigibail | Natural Forest | NF1                      | Medium elevation Evergreen and semi-evergreen climax forests  
Persea macaranta–Diospyros spp.–Holigarna type                                                            | 615                         | 2632                      |
| 7   | Kodigibail | Degraded Forest1 | DF1                      | Gymnonthra conariea, Sagereaea listari, Ixora barcheata, Holigarna aronottiana                         | 352 (DF1)                  | 2099 (DF1)                |
|     |      | Degraded Forest2 | DF2                      | Alseodaphne semicarpifolia, Lophopetalum wightianum, Ixora barcheata, Aporosa lindleyana, Hopea wightiana,  
Terminalia paniculata, and Terminalia alata                                                              | N/M (DF2)                  | N/M (DF2)                |
| 8   | Kodigibail | Acacia1      | AC1                      | Acacia auriculiformis, Anacardium occidentale, Garcinia indica, Syzigium cumini, Buchanania lanzan, Holigarna aronottiana, Alseodaphne semicarpifolia | AC1-132                    | AC1-1068                  |
| 9   | Kodigibail | Acacia2      | AC2                      | Acacia auriculiformis, Buchanania lanzan, Holigarna aronottiana, Alseodaphne semicarpifolia, Syzigium cumini | 345                         | 2053                      |

Notes: (i) The above DF and AC sites originally belonged to evergreen and semi-evergreen forest type (Pascal, 1984, 1986, 1988). The vegetation cover later changed with the extent of degradation. There is no Leaf Area Index information. (ii) For selected Malnad basins, supplementary information on vegetation composition was obtained from a field survey in addition to taking tree density and basal area measurements. (iii) N/M – Not measured.
4. Analytical methods

4.1. Analysis of the rain–streamflow data

The rain–streamflow data were analysed using four methods, namely:

4.1.1. Double mass curves (cumulative rainfall ($P_{\text{cum}}$) and cumulative stream discharge ($Q_{\text{cum}}$) plots)

A double mass curve is a plot of cumulative values of one variable against the cumulative of another quantity during the same time period (Searcy and Hardison, 1960). This concerned an inter-basin comparison of cumulative rainfall ($P_{\text{cum}}$) and stream discharge ($Q_{\text{cum}}$) plots based on seasonal records at a daily time scale for both the Up-Ghat (Malnaad) and Coastal basins.

4.2. Outputs from HYDSTRA – Coastal basins

When concerning the continuously monitored Coastal basins, HYDSTRA (2007, previously HYDSYS, 1991, now known as Hydstra/Times Series Data Management, 2007, http://www.kisters.com.au) was initially used as a quality control tool to screen the basic rainfall and streamflow data for errors. Subsequently for specific events and using HYDSTRA, the following outputs were provided, viz., total rainfall, $P$; maximum rainfall depths, $P_i$ over selected time increments, $i$; volumes of total streamflow, $Q$; quickflow, $Q_k$ and baseflow, $Q_b$ by event and the associated streamflow response ratios $Q_k/P$ (quickflow response ratio), $Q_b/Q$ and $Q_k/Q$. The stream hydrograph separation was undertaken following the approach of Moore et al. (1986) whereby a filtering algorithm is applied to hydrographs and separates the flow into “quick”, “base” (or “delayed”) flows based on certain objective criteria. Despite such filter approaches not being physically based, they are considered better (see review by Furey and Gupta (2001)) than the earlier graphical approaches (e.g. Hewlett and Hibbert, 1967). The streamflow response ratios were then compared across land covers using box plots.

4.2.1. Linear model/ANOVA

The various measures of hydrologic response derived from individual rainfall–streamflow events (% quickflow of total flow, % delayed flow of total flow, % quickflow of total rain, % delayed flow of total rain) within the Coastal basins, were compared across basins using linear model/ANOVA in R Statistical software (www.r-project.org). Mean values and standard errors were generated for each variable for each of the three land-cover types. Subsequently Tukey multiple comparisons of means (HSD, Honestly Significant Differences) were undertaken and 95% family-wise confidence levels generated for the differences.

4.3. Time-series lag analyses – Coastal basins

We used a time series methodology previously developed and applied for an Australian rainforest basin (Bonell et al., 1979, 1981) to compare differences in time lags between rainfall and the stream hydrograph by event and between land-cover. The varying time lags which are evident in the rainfall–stream hydrograph peaks within and between basins (and associated different land covers) suggest that possibly there are different dominant stormflow pathways.

The most general rainfall–streamflow (simulation) model, as used by Bonell et al. (1979) is of the form:

$$Y_t = \alpha + \beta_0 X_{t-1} + \beta_1 X_{t-1} + \ldots + \beta_k X_{t-k} + \epsilon_t$$

where $X_t$ is the deterministic input series $\log(10)(\text{rainfall} + 1)$ and $Y_t$ is $\log(10)(\text{stream discharge} + 1)$ at time $t$. The $\epsilon_t$ is the error, which can have an explicit auto-correlated error structure such as an AR1 of the form:

$$\epsilon_t = \epsilon_{t-1} + \eta_t \text{ i.e., } \epsilon_{t-k} = \epsilon_{t-k-1} = \eta_t.$$

Or following Bonell et al. (1981) we further extended Eq. (1) as a prediction (or forecasting) model in the form:

$$Y_t = \alpha + \sum b_i Y_{t-k} + \sum c_i X_{t-k} + \epsilon_t$$

where $X_t$ is the deterministic input series (rainfall) and $Y_t$ is stream discharge at time $t$ and $Y_{t-k}$ and $X_{t-k}$ are the rainfall and stream discharge at time $t-k$. Autocorrelation in the error term, $\epsilon_t$ is similarly treated as described above (under Eq. (1)).

The log transform attempts to achieve normality and homoscedasticity (i.e., homogeneity of variance) of the residuals.

4.3.1. The physical interpretation of the lagged $Y_t$ and $X_t$ variables

The lagged $X_{t-k}$ represent the “direct effect” of rainfall on the response variable, i.e. the stream variable, in the same way as understood for the simulation model in Eq. (1) (Bonell et al., 1981).

The physical interpretation for the inclusion of any lagged $Y_{t-k}$ in the prediction model (linked with Eq. (2)) reflects the “cumulative effect” of rainfall throughout the storm event. Such cumulative effects are in the context of the requirement for an available soil water store to be filled to capacity in the upper soil layers before any SOF can occur on the higher hillslope transects; and/or to cause shallow water tables within the lower areas (e.g. riparian zones) to emerge at the surface and thus trigger SOF (the Dunne mechanism, Dunne and Black, 1970).

4.3.2. Model selection procedure

We used for model selection, a rigorous information – theoretic approach that estimates likelihood (the probability of the data given by different models) as well as penalizes for model complexity or number of covariates used (Burnham and Anderson, 1998; Johnson and Omland, 2004; Hobbs and Hilborn, 2006). Models were compared and selected using the Bayesian Information Criteria (BIC). Along with AIC (Akaike Information Criteria), the use of the BIC is now increasingly favoured over the traditional regression measures such as $R^2$ and $p$-values, especially in bio-physical applications (Kashyap, 1977; Schwarz, 1978; Johnson, 1999; Hobbs and Hilborn, 2006). We used the BIC values, $p$-values and hydrologic logic to identify and select the best models from amongst the candidate models.

It is well known that when lagged endogeneous variables are included in the model that OLS estimation should not be used except when autocorrelation in the residuals is not significantly different from zero (Davidson and Mackinnon, 1993; White, 2001; Young, 2011). With our inclusion of the AR1 error adjustment, as outlined above, addresses such concerns. Otherwise approaches such as the Standard Instrumental Variable estimation (Young, 2011), or generalised least squares with auto-correlated error structure (Ebbes, 2007), are recommended.

The final models were therefore fitted using the GLS function in R (Pinheiro and Bates, 2000). These functions fit a linear model using generalised least squares (not least squares) and maximum likelihood estimation of coefficients. The errors are allowed to be correlated if needed with an explicit autoregressive structure as described earlier and parameter estimates are done using log-likelihood approaches.

The choice of how many and which rainfall-lag covariates to include was determined by a parsimonious, statistically and hydrologically informed model selection process. This involved looking at the cross-correlation plot between discharge and the rainfall, and the use of BIC criteria to select a subset amongst rainfall lag
and flow lag covariates. The final models were those with positive rainfall lag covariates and both positive and negative flow covariates. However, in the interests of parsimony and with no loss of fit, we retained negative flow covariates only if there were significant (based on p-values) corresponding rainfall lag variables at that lag or earlier with a positive coefficient. This pruning was done after ensuring that the signs of the important rainfall terms did not change when the model was simplified and that there was no major loss of goodness of fit.

The goal was to achieve the simplest regression model which could enable us to assess the relative influence of rainfall lag at various time-steps on streamflow response. Once the final model was reached, we checked for autocorrelation in the residuals. If needed autocorrelation was explicitly addressed by including an autocorrelated error structure, as outlined above, as part of the model definition. Comparisons between models with and without autocorrelation were done using likelihood-based diagnostics. Although there are autoregressive and moving average approaches depending on the structure, we chose the first order autoregressive as the most parsimonious choice consistent with the error structure.

We recognize that interpretation of multiple regression coefficients will be difficult when lagged variables are included and we have used the regression models to confirm the interpretation of the cross-correlations lags rather than emphasis on the coefficients. In summary, the steps taken in the work was first to produce cross-correlations between rainfall and streamflow by storm event for the each basin/land cover type for the detection of time lags followed by regression analyses described above to further strengthen inference on rainfall–streamflow dynamics. Subsequently a brief comparison between the simulation model (based on Eq. (1)) and the prediction model (Eq. (2)) results will be made.

4.3.3. Comparisons between the Coastal basins and NE Australia

The environmental circumstances in the present study are very different from the NE Queensland, Australia work in terms of the synoptic climatology and rainfall characteristics. On the other hand, both the Australian and the current study basins share a seasonal concentration of rainfall and thus have in common near saturated soil profiles at such times (Bonell et al., 1981, 1998; Venkatesh et al., 2011). In addition, the permeability (depth) profiles (discussed below) have some similarities between the two geographic areas, especially the Forest (NF). These suit the application of the time series model as well as being a comparative study.

5. Results

5.1. The soil hydraulic conductivity profiles

The $K_s$ (depth) profiles as shown in Fig. 3 follow the description previously outlined by Bonell et al. (2010). The Forest profiles are typical of the ‘Acrisol-type’ (Elsenbeer, 2001; Chappell et al., 2007) which encourages a subsurface stormflow,SSF dominant pathway (supplemented by saturation excess overland flow, SOF) on hillsides (Elsenbeer, 2001; Chappell et al., 2007). Further there is clear reduction in $K_s$ at the surface when concerning the Degraded Forest and the Acacia plantations. Such a reduction in $K_s$ is confined to the upper 0.2 m layer of soil in line with the description for other sites in the study area (Bonell et al., 2010) as well as findings elsewhere (Hamza and Anderson, 2005; Zimmermann et al., 2006; Zimmermann and Elsenbeer, 2008). The occurrence of IOF is possible at such sites. The same effect of land-cover on $K_s$ is consistently observed even in the Malnad basins (Fig. 3b and c) in spite of differences in soil type.

With the possible exception of one basin each at respectively Kodigibail (DF1) and Vajagar (DF1), the subsoil $K_s$ overall remains comparatively high and in excess of 10 mm h$^{-1}$ across the remaining sites (Fig. 3). The high subsoil $K_s$ must contribute to the rapid translation of the wetting fronts of soil moisture (Venkatesh et al., 2011). It should be noted that the different soil groups are represented across land-covers in Vajagar (Table 1) whereby the Forest and the Degraded Forest are underlain respectively by Laterite and Red. But despite the Red soil group being the more inherently permeable, the impact of long-term forest degradation has reduced the surface $K_s$ (Bonell et al., 2010).

5.2. The double mass curves ($P_{cum}$, $Q_{cum}$)

5.2.1. The Kodigibail and Vajagar Up-Ghat basins

The double mass curves are initially shown for the Up-Ghat (NF1, DF1, DF2, AC1, AC2, AC3) basins at Kodigibail (Fig. 4a–c). Despite the varying period of record (Fig. 4), the different basin areas and the variation in total rainfall (i.e. 2252–3663.4 mm), the rank order in percentage (%) of rainfall emerging as streamflow between the basins remains consistent. The lowest streamflow occurs from the Forest and the highest from the Degraded Forest. The Acacia Plantations occupy an intermediate position. For 2004 and 2005 when higher rainfalls occurred, the proportion of streamflow increases across all land covers but is particularly higher in the Acacia plantations, i.e. AC 1 to 3.

The above trends in streamflow production continues with the Vajagar NF1 and DF1 basins (Fig. 5a and b). The Forest covered basin consistently supplies lower streamflow when compared to the Degraded Forest, and these circumstances occur despite differences in soil type and $K_s$ between these basins (Table 1, Bonell et al., 2010).

5.2.2. The Coastal basins (Areangadi)

There is a subtle difference between the Coastal Basins and the Up-Ghat basins. Towards the end of the summer monsoon, stream discharge in the Forest continues whereas flow in both the Acacia and Degraded Forest basins has terminated (Fig. 6a and b). The larger basin area of the Forest is likely be one of the reasons why such a continuation of stream discharge is favoured (Table 1). Thus there is a change in the rank order in percentage (%) of rainfall emerging as streamflow, i.e. DF > NF > AC. However for the bulk of the rainy season, the rank order of streamflow is DF > AC > NF and this is consistent with the Up-Ghat basins.

5.2.3. Comparison between the Up-Ghat and Coastal basins

Overall the double mass curves indicate that there is remarkable consistency in the rank order of basin streamflow yields despite varying monsoon rainfall totals and basin areas. Further the percentages (%) of rainfall emerging as streamflow were similar between years except for 2005 in the Up-Ghat basins. For the latter, all land covers had higher streamflow coefficients in response to the higher summer monsoon rainfall total of 3663.4 mm.

Subsequently the basins identified with the three respective land covers were grouped together across the two geomorphological zones. Overall NF converted a mean of 28.4 ± 6.41 stdev% of rainfall into total streamflow in comparison to 32.7 ± 6.97 stdev% in AC and 45.3 ± 9.61 stdev% in DF.

5.3. Hydrologic dynamics across land-covers within the Coastal Basins

Focus is now confined to the Coastal basins where continuous records are available to apply HYDSTRA for specific rain events and the application of the ANOVA to ascertain any significant differences in selected HYDSTRA variables. Later for three rain events,
the results from the application of time series-lag regression analyses will be examined.

5.3.1. A comparison of the storm rainfalls and streamflow characteristics for selected events in the Coastal basins

A summary of the hydrograph separation results for the above storms using HYDSTRA are presented in Table 4 and the response characteristics also summarised as box plots (Fig. 7). It should be noted that when concerning Table 4, the Event numbers are the same rain storms but the rainfall totals and event definition (start/end times of quickflow) differs between the three basins due to the storm hydrograph separation procedure, as followed by HYDSTRA. Further within Table 4, there are six proportions exceeding 100% when concerning \( Q_t/P \) and \( Q_f/P \), which at face value are physically unrealistic, and four of these are associated with the NF basin. The same issue was noted for a tropical forest basin towards the end of a long duration monsoonal event in north east Australia (Bonell et al., 1991 reproduced in Bonell (2010)). A causal factor put forward to explain such proportions (>100%) is the delayed release of groundwater from subsurface stores of large capacity (Bonell et al., 1991). The latter explanation is also offered here linked with the fissured hydrogeology.

Table 4 also shows the rain events that were selected for later application of the time series analyses where rain–streamflow records were complete. Moreover the nature of hydrograph separation using HYDSTRA causes the duration of quickflow (and thus in some cases, total rainfall) not to be identical across the land covers within a particular event. Further for the smaller storms, the Forest basin proved less sensitive in the streamflow response compared with the other two land covers. That is, HYDSTRA did not detect any streamflow peak to apply hydrograph separation. This aspect also contributed to the uneven sample sizes in Table 4.

Storm totals can be as high as 653 mm but the durations for the larger events (>130 mm) commonly vary between ~2–9 days. By contrast, the maximum 30 min and 1 h rain intensities are comparatively low (equivalent hourly rates ≤40 mm h\(^{-1}\)) except for one Event shown as 3NF/4AC/6DF (maximum 30 min, 72.5 mm h\(^{-1}\)) in Table 4. All these rain characteristics fall in line with the descriptions of Putty and co-workers (Putty et al., 2000; Putty and Prasad, 2000a,b; Putty, 2006).

Fig. 3. The field saturated hydraulic conductivity \( K_f \) and standard deviation against depth (z) for the three sites: (a) Areangadi, (b) Kodigibail and (c) Vajagar.
The proportion of total flow ($Q$) as quickflow ($Q_F$) (Fig. 7a) shows a clear trend. By far the highest $Q_F/Q$ percentage (median in excess of 90%) emanates from the DF basin (Table 4, Fig. 7a), thus suggesting overland flow occurrence and minimal contributions from deep groundwater (as shown from the inverse % for $Q_D$, Table 4 and Fig. 7b). The Forest has the lowest proportion of $Q$ being represented by $Q_F$ (and in turn greater than 50% of $Q_D$, Table 4) whilst the median of the Acacia Plantation occupies an intermediate ranking (Fig. 7). As expected, the highest quickflow response ratios ($Q_F/P$ up to 90% in Table 4, Fig. 7c) are associated with the Degraded Forest in line with the a priori inferred, dominant IOF stormflow pathway (Bonell et al., 2010). On the other hand, there are surprisingly only marginal differences between the box plots (Fig. 7c) for the Acacia and the Forest with the middle inter-quartiles in the 20–40% range of $Q_F/P$. This suggests that apart from surface changes in $K_s$ between land covers, there could be other influences controlling storm streamflow which will be examined below.

5.3.2. The means and standard errors of the hydrologic response characteristics of the storm events

When concerning Table 5, there is a clear trend for $Q_f/Q$, $Q_d/Q$, and $Q_d/P$ with the Forest having the expected lowest (i.e., $Q_f/Q$) and highest percentages (i.e., $Q_d/Q$, $Q_d/P$). The converse applies to the Degraded Forest with the Acacia basins occupying an intermediate rank position. However when concerning the quickflow response ratio ($Q_F/P$), a different ranking exists with a surprising reversal between the Forest and Acacia. Thus the lowest percentage exists for the Acacia basin whilst the Forest occupies an intermediate ranking. The highest $Q_F/P$ for the Degraded is what would be expected. On the other hand, the standard errors for $Q_F/P$ are much higher than for the other response variables and so caution in interpretation of this particular ranking across land covers is required.

The above point is emphasised in the box plots (Fig. 7). When concerning the Forest for $Q_f/P$, there is greater dispersion and more
specifically a greater spread of the lower quartile. Moreover the medians between Forest and Acacia are not that radically different. Furthermore Fig. 7 also highlights there is greater dispersion for other response variables (Qf/Qt, Qd/Qt) for Acacia which are not apparent from the standard errors in Table 5. The same comment applies to Qd/P for the Forest.

5.3.3. The application of linear model/ANOVA

Table 6 provides further insights into the differences in hydrologic response. There are sizeable differences in % means (15–40) between all basin pairings across the four response variables, with the exception of Qd/P% between Acacia and Degraded.

With the exception of Qf/P, there is a very high certainty of difference based on adjusted p between the Forest and Degraded basins for the other response variables. There is also a high certainty of difference between the Forest with the Acacia. Excluding the Qd/P% as above, adjusted p indicates a high certainty of difference between the Acacia–Degraded also exists when concerning Qf/Qt% and Qd/Qt%.

It is pertinent that the adjusted p show that there is a low to very low certainty of differences between all combinations of basin pairings when concerning Qf/P.

5.3.4. Time series analysis: Rain–streamflow cross-correlations

Data connected with the storm events 1DF/1AC/1NF (16–25 June 2005), No. 3DF/2AC/2NF 2 (29 June–2 July 2005) and 9DF/8AC/4NF (19–26 July 2005) (Table 4) were available for all three basins to enable a comparison of the rain–streamflow responsiveness. For reasons of simplification, the above storms will be referred from hereon as respectively, Event 1, 2 and 3.

Two of these events (Event 1, range 653–656.5 mm; Event 3, range 403–430 mm, Table 4) were typical of the long duration storms associated with the SW monsoon. Further the respective maximum 30 min and 1 h rain intensities for the above storms (40 mm h⁻¹, 34.3 mm h⁻¹; 38.3 mm h⁻¹, 32 mm h⁻¹, Table 4) were
also typical of the ranges cited by Putty and co-workers (Putty et al., 2000; Putty and Prasad, 2000a,b; Putty, 2006). Event 2 by contrast was weaker with a total rainfall of 33.0 mm and maximum 30 min and 1 h rain intensities of only 14.2 mm h⁻¹ and 9.2 mm h⁻¹ respectively. Further Event 1 was the first major event during the opening stages of the summer monsoon. The other two

### Table 4

The outputs using HYDSTRA for the Coastal Basins - rainfall characteristics and hydrologic response variables.

<table>
<thead>
<tr>
<th>Event</th>
<th>Rainfall characteristics</th>
<th>Q/P</th>
<th>Q/Q</th>
<th>Q/P</th>
<th>Q/Q</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duration (days)</td>
<td>Max.30 min (mm h⁻¹)</td>
<td>Max.60 min (mm h⁻¹)</td>
<td>Total P (mm)</td>
<td>%</td>
</tr>
<tr>
<td>Degraded Event 1DF</td>
<td>8.68</td>
<td>40.0</td>
<td>34.3</td>
<td>653.0</td>
<td>70.26</td>
</tr>
<tr>
<td>Event 2DF</td>
<td>1.63</td>
<td>14.2</td>
<td>9.2</td>
<td>33.0</td>
<td>39.24</td>
</tr>
<tr>
<td>Event 3DF</td>
<td>2.88</td>
<td>16.7</td>
<td>13.3</td>
<td>71.0</td>
<td>84.54</td>
</tr>
<tr>
<td>Event 4DF</td>
<td>4.33</td>
<td>22.5</td>
<td>16.5</td>
<td>135.5</td>
<td>82.12</td>
</tr>
<tr>
<td>Event 5DF</td>
<td>1.17</td>
<td>5.8</td>
<td>3.5</td>
<td>13.0</td>
<td>32.15</td>
</tr>
<tr>
<td>Event 6DF</td>
<td>1.96</td>
<td>72.5</td>
<td>47.2</td>
<td>219.8</td>
<td>32.31</td>
</tr>
<tr>
<td>Event 7DF</td>
<td>3.46</td>
<td>40.0</td>
<td>33.3</td>
<td>70.0</td>
<td>105.90</td>
</tr>
<tr>
<td>Event 8DF</td>
<td>3.08</td>
<td>23.3</td>
<td>18.3</td>
<td>51.0</td>
<td>81.27</td>
</tr>
<tr>
<td>Event 9DF</td>
<td>5.75</td>
<td>38.3</td>
<td>32.0</td>
<td>403.2</td>
<td>60.13</td>
</tr>
</tbody>
</table>

**Acacia**

| Event 1AC | 9.32 | 40.0 | 34.3 | 656.5 | 60.13 | 64.51 | 38.79 | 21.34 | 35.49 |
| Event 2AC | 2.71 | 16.7 | 13.2 | 71.0 | 47.89 | 92.91 | 44.49 | 3.39 | 7.09 |
| Event 3AC | 4.75 | 22.5 | 16.4 | 189.5 | 64.95 | 86.44 | 56.14 | 8.1 | 13.56 |
| Event 4AC | 1.63 | 72.5 | 47.1 | 175.0 | 26.38 | 89.80 | 23.69 | 2.69 | 10.2 |
| Event 5AC | 3.04 | 40.0 | 33.1 | 121.5 | 36.93 | 69.27 | 25.8 | 11.35 | 30.73 |
| Event 6AC | 1.42 | 6.7 | 5.0 | 8.0 | 22.50 | 28.89 | 6.50 | 16.00 | 71.11 |
| Event 7AC | 1.54 | 23.3 | 18.3 | 42.5 | 37.91 | 56.36 | 21.36 | 16.54 | 43.64 |
| Event 8AC | 6.10 | 38.3 | 31.7 | 402.7 | 50.64 | 72.44 | 36.69 | 13.96 | 27.56 |

**Natural Forest**

| Event 1NF | 9.32 | 40.0 | 34.3 | 656.5 | 5.70 | 47.90 | 2.73 | 2.97 | 52.10 |
| Event 2NF | 2.71 | 16.7 | 13.2 | 71.0 | 141.96 | 75.49 | 107.17 | 34.79 | 24.51 |
| Event 3NF | 5.71 | 72.5 | 47.1 | 232.0 | 69.18 | 65.19 | 45.10 | 24.08 | 34.81 |
| Event 4NF | 7.92 | 38.3 | 31.7 | 429.9 | 59.37 | 47.37 | 28.12 | 31.25 | 52.63 |
| Event 5NF | 7.75 | 24.2 | 15.2 | 183.9 | 88.83 | 52.38 | 46.53 | 42.29 | 47.62 |
| Event 6NF | 17.33 | 30.0 | 22.8 | 188.0 | 67.62 | 38.14 | 25.79 | 41.83 | 61.86 |
| Event 7NF | 9.13 | 25.0 | 15.0 | 157.5 | 51.43 | 41.30 | 21.24 | 30.19 | 58.70 |
| Event 8NF | 2.29 | 13.3 | 10.6 | 37.1 | 39.35 | 37.19 | 14.64 | 24.72 | 62.81 |
| Event 9NF | 7.50 | 23.3 | 16.9 | 84.5 | 162.15 | 67.76 | 109.87 | 52.28 | 32.24 |

Note: P - Total precipitation by total storm event (mm), Q - Total stream discharge (mm), Qₗ - quickflow (mm), Qₖ - delayed flow (mm).

* Storms used in the time series analyses.

**Fig. 7.** Box plots showing for storm events (Table 4) occurring in the Coastal basins using HYDSTRA: the % quickflow, Qₗ/Q (a),% delayed flow (baseflow)/total flow, Qₖ/Q (b), % quickflow/total rain, Qₗ/P (c) and % delayed flow/total rain, Qₖ/P (d).
events were typical of those that occur once basin antecedent soil moisture attains optimal wetness, similar to the description of Venkatesh et al. (2011) for the Kodigibail basins.

The cross-correlations for these events are shown respectively in Figs. 8–10 and one lag unit represents a time increment of 0.6 h. There is some consistency in the distribution of peak coefficients for both the Degraded Forest and the Acacia Plantation in spite of the noted differences in rainfall characteristics. The highest cross-correlations occur with short time lags (0–2 time units) which suggest the existence of comparatively a faster delivery mechanism of stormflow to the stream hydrograph. Further secondary peaks are also shown, most notably in the AC basin, which vary between lag 20 and lag 60 (12–36 h) which could be reflecting a slower stormflow pathway.

The Forest by contrast shows less consistency between the three storms in the distribution of peak lags. Multiple peak lags are shown for Event 1 from lag 1 (which has the highest cross-correlation coefficient) up to ~lag 75 (45 h) which could be due stormflow emanating from multiple sources and pathways during the opening phase of the monsoon. For Events 2 and 3 more distinct peak lags are evident, although in the former the coefficients take the form of a flatter peak ~lag 30–40 (18–24 h). For Event 3 when more optimal, catchment wetness exists, the peak lag is shorter and more distinct at ~lag 15 (8 h).

Thus overall the Forest is much less responsive when compared to the other land covers and much slower (multiple) pathways of stormflow are indicated.

5.3.5. Time series: Lag regression analysis

Table 7 summarizes the outputs using the simulation model (Eq. (1)) and Figs. 8–10 include the summary of the forecasting/prediction model (Eq. (2)).

For the Forest there are multiple rain lags, and the overall description for the cross-correlation coefficients above is reflected again in these results. A series of longer response delays occur when compared to the other two land covers which suggest multiple contributions from subsurface sources. For Events 1 and 2 there is also shorter response at lag 1, c.f., the cross-correlation, which could be a secondary contribution from the riparian zone which exists in this basin. It is pertinent that the zero time lag for rainfall is never selected for the Forest but almost always for the other two land covers.

By contrast the Degraded Forest and Acacia either show two groups of significant rainfall variables respectively that favour either short and longer lags or short rain lags only (i.e., Event 1, DF; Event 2, Acacia). These results again confirm the trends as shown in Figs. 8–10 for the cross-correlations. The inclusion of short-term rainfall (in most cases at rain $RF_{t-0}$) with a separate group of longer rain lags infers the juxtaposition of a more rapid pathway of stormflow delivery with the slower, subsurface sources of stormflow characterised by the Forest.

Table 5

<table>
<thead>
<tr>
<th>Catchment type</th>
<th>Differences in Y%</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
<th>p Adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp.</td>
<td>Diff.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degraded-DF</td>
<td>18.88</td>
<td>0.97</td>
<td>36.78</td>
<td>0.0375</td>
</tr>
<tr>
<td>Natural Forest-DF</td>
<td>-17.55</td>
<td>-35.45</td>
<td>0.35</td>
<td>0.0554</td>
</tr>
<tr>
<td>Degraded-DF</td>
<td>-36.43</td>
<td>-53.80</td>
<td>-19.06</td>
<td>0.0000</td>
</tr>
<tr>
<td>Degraded-AC</td>
<td>26.36</td>
<td>-7.63</td>
<td>60.36</td>
<td>0.1498</td>
</tr>
<tr>
<td>Natural Forest-AC</td>
<td>12.92</td>
<td>-21.08</td>
<td>46.92</td>
<td>0.6138</td>
</tr>
<tr>
<td>Natural Forest-DF</td>
<td>-13.44</td>
<td>-46.42</td>
<td>19.54</td>
<td>0.5717</td>
</tr>
<tr>
<td>Degraded-DF</td>
<td>-18.88</td>
<td>-36.78</td>
<td>-0.97</td>
<td>0.0375</td>
</tr>
<tr>
<td>Natural Forest-DF</td>
<td>17.55</td>
<td>-0.35</td>
<td>35.46</td>
<td>0.0554</td>
</tr>
<tr>
<td>Natural Forest-DF</td>
<td>36.43</td>
<td>19.06</td>
<td>53.80</td>
<td>0.0001</td>
</tr>
<tr>
<td>Degraded-DF</td>
<td>-4.15</td>
<td>-15.86</td>
<td>7.55</td>
<td>0.6529</td>
</tr>
<tr>
<td>Natural Forest-DF</td>
<td>19.84</td>
<td>8.13</td>
<td>31.55</td>
<td>0.0009</td>
</tr>
<tr>
<td>Natural Forest-DF</td>
<td>23.99</td>
<td>12.64</td>
<td>35.35</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Notes: P = Total precipitation by total storm event (mm), $Q_d$ = total stream discharge (mm), $Q_f$ = quickflow (mm), $Q_t$ = delayed flow (mm).
proof that overland flow progressively becomes a more dominant stormflow pathway in the reverse basin order NF < AC < DF.

On the other hand, there is also additional support for overland flow probably becoming more dominant, when concerning the Qc.
Q ratio by storm event from HYDSTRA for the Coastal basins. For most events, there are much higher values for this runoff ratio for DF and AC, and again, all are in the same rank order NF < AC < DF as for the seasonal double mass curves. Even more

Fig. 9. Coastal basins: The cross-correlation coefficients and time series-regression models (Eq. (2)) for the Forest (NF1), Acacia (AC1) and Degraded Forest (DF1) for the Event 2 (29 June 2005–2 July 2005). Note: 1 lag unit is equal to 0.6 h and the time is expressed in lag units.
remarkable is that the Q/F can exceed 90% in the DF basin in selected events. By contrast the Q/F ratios are less consistent, with the Acacia rather than the Forest having the lowest mean value. The larger area of the Forest basin may be a cause for this inconsis-
also noted the continued retention of more compacted ...

...giving any indication of the spatial and temporal extent of this dominant stormflow pathway. Further the time unit of 0.6 h remains comparatively coarse compared with other tropical hillslope hydrology studies (e.g., reviewed in Bonell (2004)) and even some humid temperate work (Dunne, 1978; Anderson and Burt, 1990) to suggest that the responsiveness of these disturbed basins are not that radically different from many other studies.

It is clear that the impacts of multi-decadal to century time scale degradation or use have reduced surface permeability and so inferences that there has been some redirection of the dominant stormflow pathways from previously SSF and vertical percolation (Forest) in favour of enhanced IOF in the Coastal DF and AC basins. Consequently despite some recovery in surface $K_s$ in the Acacia plantations, the impacts of long-term degradation $a$ priori still persist as a ‘memory’ in the streamflow response. In China, Zhou et al. (2001) also noted the continued retention of more compacted areas in a basin which had previously undergone forestation over more than 20 years previously.

Land cover is thus an important control on streamflow despite two different soil types (Red, Laterite) being represented in the study. The higher volumes of seasonal streamflow and quickflow by event from long-term degradation supports the conclusions from the previous hydraulic conductivity survey that enhanced IOF occurs (supplemented by SOF) (Bonell et al., 2010). Similar conclusions were also suggested elsewhere (Chandler and Walter, 1998; Zhou et al., 2001; Costa et al., 2003; Bruijnzeel, 2004; Scott et al., 2004; Chandler, 2006; Zimmermann et al., 2006; de Moraes et al., 2006; Chaves et al., 2008; Zimmermann and Elsenbeer, 2008, 2009). Furthermore even though we could not study pipeflow, this work adds much more detail on the storm hydrograph response characteristics impacted by different land covers and thus extends the earlier descriptions given in Putty and Prasad (2000a).

The current results contrast with those from selected controlled experiments in both the humid tropics and the humid temperate latitudes (e.g. Swank et al., 1988; Bruijnzeel, 1990, 1996; Andreas- sian, 2004; Grip et al., 2004; Brown et al., 2005). In such cases for the most part the soil hydraulic properties at the surface in disturbed basins have retained enough of the pre-disturbed soil hydraulic characteristics, i.e. the ‘good’ condition status of Bruij- nzeel (2004), so the storm runoff process has not been radically altered. In addition, it is evident that several decades will still be required for the rain–streamflow response of forested degraded land (i.e. by way of A. Auriculiformis plantations) to return towards the ‘background’ levels of the Forests. Although the more limited of soil biology associated with these plantations, in contrast to the natural forests, maybe a constraint to complete recovery of the hydraulic conductivity of these soils and thus the storm runoff gen-
eration process (Bonell et al., 2010). In the meantime the runoff generation process remains similar in the Acacia plantations to that found in the Degraded Forest.

Overall there is support from this study for the the ‘degraded scenario’ of the ‘infiltration trade-off’ hypothesis of Bruijnzeel (2004) when concerning the storm runoff generation part of this hypothesis. At these small basin scales, the surface reduction in soil $K_s$ under the DF land cover, and its persistence in the AC plantations, have clearly enhanced both seasonal streamflow yields and quickflow by rain event. It is to be noted that although this study does not address evapotranspiration and water–balance aspects, we suggest that as potential and actual evapotranspiration are likely to be depressed in the monsoon period when relative humidity is high, differences in stream flow and run-off between land-cover types during the wet-season are largely attributed to soil infiltration and hydrologic pathways.

6.2. A comparison of quickflow response ratios linked with synoptic climatology

The quickflow response ratios for the Coastal NF basin are much lower than those reported from north-east Queensland tropical rainforest (e.g. $Q/P$ up to 56%) where the Lyne and Hollick (1979) hydrograph separation method was also used (Howard et al., 2010). Aside from differences in soil permeability, a key difference concerns the prevailing short-term rainfall intensities. They are much weaker in the Western Ghats when compared to the Australian study even if the daily totals are comparable (Putty et al., 2006; Putty, 2006; Bonell et al., 2004). The north-east Queensland rainforest is frequently impacted by tropical depressions and cyclones (Bonell et al., 2004; Bonell and Callaghan, 2008) whereas at the synoptic scale, rainfall in the study area emanates more from ‘surges’ in the wind streamlines of the south-west monsoon. Further orographic uplift of this deep (up to 6 km) and moist, airflow with the topographic barrier of the “Western Ghats-Central Sahyadri” accentuates precipitation. It is this mechanism which is a key driver for the occurrence of such high daily rainfalls (Gadgil and Joshi, 1983; Singh, 1986; Gunnell, 1997).

By contrast the hydrologic response variables associated with quickflow, as reported for the Coastal basins by event, are much higher than the reports from the Amazon basin studies (Biggs et al., 2006; de Moraes et al., 2006; Chaves et al., 2008). Aside from some differences in soil hydraulic conductivity (Bonell et al., 2010), the synoptic climatology is also very different between the two locations. It is not monsoonal in the Amazon basin in the strict sense of cross-equatorial flow over a large latitudinal range (Sadler et al., 1987). Moreover there are a very different suite of rain-producing systems and associated rainfall characteristics in the Amazon basin (Greco et al., 1990; Garstang et al., 1994; Garreaud and Wallace, 1997; reviewed in Bonell et al. (2004)). In addition, land degradation is more recent associated with the above Amazon basin studies (Biggs et al., 2006; de Moraes et al., 2006; Chaves et al., 2008).

6.3. The time series analyses and the roles of deep subsurface flow and groundwater

In the Coastal basins the time series analyses also indicated substantial time lags by event in rain–streamflow within the NF basin, and thus deeper, slower pathways being the dominant contributor to the storm hydrograph. Furthermore there was an interesting retention of this characteristic of a longer time lag in the human-impacted AC and DF basins, despite the emergence and juxtaposition of much shorter time lags as well. In contrast no such long time lags were detected in the NE Queensland tropical rainforest study (Bonell et al., 1979, 1981). Thus the more responsive storm hydrographs connected with the latter study (dominated by surface/shallow subsurface streamflow sources, SOF and SSF), contrasts with the much slower storm hydrograph responses in the NF basin. Much deeper sources of streamflow are suggested via deep SSF and groundwater pathways. Remarkably this same characteristic is still retained even within the DF and AC basins, and this is despite human impacts on the surface soils up to a century time scale. Moreover the simulation model indicated larger available storage capacities in the regolith and thus their greater role in the storm runoff generation process in contrast to the NE Queensland tropical rainforest study (Bonell et al., 1981).

One explanation for the above hydrological characteristics is that the subsoil $K_s$ (geometric means $10–20$ mm h$^{-1}$) for all three Coastal basins are comparatively permeable down to 1.50m depth when compared to other Laterite sites in the region (Bonell et al., 2010). Moreover these sub-soils are more permeable than those in the similar ‘Acrisol-type’ soils of the Australian study (Bonell et al., 1981, 1998) where the geometric mean $K_{fs}$ is an order of magnitude lower. Elsewhere in a similar soil ‘Acrisol-type’ associated with a Peru study (Elsenbeer and Lack, 1996) there is a lower two order of magnitude difference in subsoil $K_s$. Consequently available soil water storage capacities would be higher under the Forest and in the sub-soil away from the human-impacted surface soil layers. Further percolation to groundwater beneath both the DF and AC land basins would not be impeded, once rainwater entry through the lower surface $K_s$ has occurred. Thus recharge to groundwater, albeit in different proportions of total event rain, can be maintained despite a reduction in surface $K_s$ in the two disturbed land covers. Furthermore in the absence of detailed catchment surveys, the contributions of pipeflow towards a deeper SSF pathway cannot be excluded, on the lines of the description by Putty and Prasad (2000a).

The above findings highlight the need for detailed hydrogeology information when considering rain–streamflow comparative studies linked with LC change. Moreover in addition to evapotranspiration and surface changes in $K_s$, streamflow could potentially be also be affected by subtle differences in the hydrogeology by way of the jointing and fracturing within the underlying parent rock (as mentioned in CGWB (2008)) at such small basin scales. Despite such concerns the overall trend in streamflow yields (DF > AC > NF) for the Coastal basins are in line with the Malnaad basins.

7. Conclusions

Following the three questions posed a priori the conclusions are:

1. When compared to the less disturbed, baseline evergreen forest the impacts of multi-decadal degradation of forests results in enhanced total stream discharge and quickflow both seasonally and by storm event. Conversely base (delayed) flow is reduced.
2. The work supports earlier conclusions from the hydraulic conductivity survey (Bonell et al., 2010) which suggested that the occurrence of overland flow may have increased as a result of long-term forest degradation. Such comments also apply to (re) forested, former “degraded” land using A. auriculiformis plantations. Acacia plantations may thus not be very effective in restoring hydrologic functions in the short-term.
3. On the other hand there is evidence of contributions from deeper, subsurface sources to the storm hydrograph (more associated with the baseline evergreen forest) still continuing under the degraded forest and Acacia plantations. This is partly attributed to the sub-soils being comparatively permeable when compared to other studies. Despite some recovery in the surface hydraulic conductivity, the rain–streamflow response charac-
teristics of the *A. auriculiformis* plantations still retains a ‘memory’ of the storm hydrograph characteristics described above for the Degraded Forest.

4. As potential and actual evapotranspiration is likely to be depressed during the monsoon, differences in streamflow and run-off responses between land-cover is largely attributed to differences in soil infiltration and hydrologic pathways.

5. Hydrologic functions and services should be viewed in a larger frame-work of multiple ecosystem services and biodiversity of these ecosystems and land-management options to increase infiltration should be explored within this context of trade-offs and synergies at various spatial and temporal scales.
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SUMMARY

The hydrologic effects of forest use and reforestation of degraded lands in the humid tropics has implications for local and regional hydrologic services but such issues have been relatively less studied when compared to the impacts of forest conversion. In particular, the “infiltration-evapotranspiration trade-off” hypothesis which predicts a net gain or loss to baseflow and dry-season flow under both, forest degradation or reforestation depending on conditions has not been tested adequately. In the Western Ghats of India, we examined the hydrologic responses and groundwater recharge and hydrologic services linked with three ecosystems, (1) remnant tropical evergreen forest (NF), (2) heavily-used former evergreen forest which now has been converted to tree savanna, known as degraded forest (DF), and (3) exotic Acacia plantations (AC, Acacia auriculiformis) on degraded former forest land. Instrumented catchments ranging from 7 to 23 ha representing these three land-covers (3 NF, 4 AC and 4 DF, in total 11 basins), were established and maintained between 2003 and 2005 at three sites in two geomorphological zones, Coastal and Up-Ghat (Malnaad). Four larger (1–2 km²) catchments downstream of the head-water catchments in the Malnaad with varying proportions of different land-cover and providing irrigation water for areca-nut and paddy rice were also measured for post-monsoon baseflow. Daily hydrological and climate data was available at all the sites. In addition, 36 min data was available at the Coastal site for 41 days as part of the opening phase of the summer monsoon, June–July 2005.

Low potential and actual evapotranspiration rates during the monsoon that are similar across all land-cover ensures that the main control on the extent of groundwater recharge during the south-west monsoon is the proportion of rainfall that is converted into quick flow rather than differences in evapotranspiration between the different land cover types. The Flow duration curves demonstrated a higher frequency and longer duration of low flows under NF when compared to the other more disturbed land covers in both the Coastal and Malnaad basins. Groundwater recharge estimated using water balance during the wet-season in the Coastal basins under NF, AC and DF was estimated to be 50%, 46% and 35% respectively and in the Malnaad it was 61%, 55% and 36% respectively. Soil Water Infiltration and Movement (SWIM) based recharge estimates also support the pattern (46% in NF; 39% in AC and 14% in DF). Furey–Gupta filter based estimates associated with the Coastal basins also suggest similar groundwater recharge values and trends across the respective land-covers: 69% in NF, 49% in AC and 42% in DF. Soil water potential profiles using zero flux plane methods suggest that during the dry-season, natural forests depend on deep soil moisture and groundwater. Catchments with higher proportion of forest cover upstream were observed to sustain flow longer into the dry-season. These hydrologic responses provide some support towards the “infiltration-evapotranspiration trade-off” hypothesis in which differences in infiltration between land-cover rather than evapotranspiration determines the differences in groundwater recharge, low flows and dry-season flow. Groundwater recharge is the most temporally stable under natural forest, although substantial recharge occurs under all three ecosystems, which helps to...
1. Introduction

Land use and land cover change profoundly transformed terrestrial hydrological budgets and processes (Vorosmarty and Sahagian, 2000; Stonestrom et al., 2009). Although the effects occur at multiple spatial scales from local (small basins) to global, the scale at which local communities and land-use managers are affected is of special concern as decision making on ecosystem services, especially hydrologic services is often at this scale (<10 km²). In tropical landscapes where land-cover and land-use change have been rapid and complex, this issue is of particular interest (Turner et al., 1994). One of the important paradigms that was dominant for much of the 20th century in local scale terrestrial hydrology, and supported by observed and experimental data, is the relationship between accumulation of forest biomass and decrease in stream flow as a result of increased evapotranspiration, or vice versa, in the case of loss of forest cover (Bosch and Hewlett, 1982; Brown et al., 2005). However, based on emerging evidence to the contrary, especially from the tropics, Bruijnzeel (1989, 2004) proposed the “infiltration–evapotranspiration trade-off hypothesis”. Part of this hypothesis states that under certain conditions of land-cover and land-use change in the seasonal tropics, a degraded forest’s ability to allow sufficient infiltration may be impaired to such an extent that the effects on delayed flow or dry-season flow would be detrimental, even after accounting for gains from reduced evapotranspiration. Recent work in the Andes mountains of Columbia by Roa-García et al. (2011) put forward some of the first evidence in support of the Infiltration–Evapotranspiration ‘trade-off’ hypothesis based on a comparative basin study (0.6–1.7 km²), albeit involving volcanic ash deposits i.e., Andisols, that are vastly different than the soils in the Western Ghats. Roa-García et al. (2011) noted in particular that their stream flow frequency–duration curves (FDCs) highlighted that the basin with highest forest cover (68%) showed the smallest reduction in flow during the dry season. Moreover the highest low flows were maintained during the dry season from this forest-dominated basin in contrast to a grassland dominated basin. In addition, soil moisture release curves undertaken in that study showed that the natural forests has a larger capacity to store and release soil moisture in comparison to the grassland. These writers thus concluded that the preceding two findings support the “infiltration–evapotranspiration trade-off” hypothesis for tropical environments (for) soils that are subject to compaction (such as highly grazed grasslands) have a reduced rainfall infiltration, which impairs the maintenance of baseflows.” (Roa-García et al., 2011, p.11).

In formerly forested regions in the humid tropics, notably in the more densely populated regions of south and south–east Asia such as the Western Ghats of India, major land-cover changes have occurred at a century time scale. The latter have included permanent deforestation and conversion to a variety of agro-forestry and agro-ecosystems, regrowth as well as reforestation. Consequently there is a particular need for decision makers and policy makers to have information from hydrological studies that address the fundamental processes associated with such land cover changes. Over 100 million people depend on surface water sources in streams and rivers that emanate from the Western Ghats. Further this region is a major repository of carbon in its forests and soils (Seen et al., 2010) and is a global biodiversity hotspot (Das et al., 2006). In an era where various ecosystem services are being recognized and valued, it is essential for ecological economists, policy and decision makers to be aware of the synergies and trade-offs between various regulatory and provisioning services (Elmqvist et al., 2010). Thus an investigation of the hydrological effects of specific land-cover changes is a high priority (Defries and Eshleman, 2004).

1.1. Relevant previous work in the study area

In previous work, we established that the soil hydraulic properties (notably field, saturated hydraulic conductivity (Bouwer, 1966)), K_sat in the tropical, humid Western Ghats can be significantly altered from land-cover change up to a century time scale from forest conversion or degradation. The enhanced occurrence of infiltration-excess overland flow (IOF) was inferred (and thus reduced vertical percolation and groundwater recharge) when comparing selected rainfall intensity–duration–frequency with K_sat across both various land covers and soil types. Such changes are sufficient to allow the hill slope hydrology aspects of the infiltration-evapotranspiration trade-off hypothesis to be realized (Bonell et al., 2010).

Later work using experimental catchments also showed how land-cover change from native forest to heavily used forest and its subsequent reforestation have major effects on the rain-runoff process in the wet-season (Krishnaswamy et al., 2012). They showed the highest proportions of rain converted to runoff being associated with the degraded forests whereas the natural forests showed the lowest runoff yields. Using stream hydrograph separation, they also reported much higher quick flow volumes from degraded forest and reforested, former degraded land in the form of Acacia auriculiformes plantations when compared to the less disturbed natural forest. Furthermore, time series analysis showed much shorter rainfall-runoff time lags for the degraded forest and Acacia auriculiformes plantations when compared to natural forest. This characteristic of a faster rainfall-runoff responsiveness supports the notion of the frequent occurrence of IOF within the former two, more human-impacted land covers. Pertinent to the current work, the data in Krishnaswamy et al., 2012, clearly indicates that even assuming the maximum measured annual evapotranspiration (AET) for humid forests globally (~1500 mm, Kume et al., 2011), the estimated water available for recharge from natural forest catchments annually after accounting for both measured runoff and AET was 259 mm (rainfall of 2252 mm) and 978 mm (rainfall of 4016 mm), Thus we concluded from the earlier work that (i) a significant amount of rainfall was potentially available for recharge to groundwater and for downstream baseflow and dry-season flow, (ii) deeper subsurface water or groundwater of possible large capacity, had a significant role in the storm runoff generation process and (iii) the continuation of a secondary, longer rainfall–runoff time lag in the intensely, disturbed land covers indicated that there was a retention of ‘memory’ of the previous natural forest response.

In the current study, the more detailed aspects of the wet and dry season flows and the water balances of these same catchments were investigated in relation to modelled evapotranspiration, and thus the provision of various estimates of recharge to groundwater.

sustain dry-season flow downstream in higher order streams that sustain local communities and agro-ecosystems. In addition to spatial scale effects, greater attention also needs to be given to the role of hydrogeology within the context of the above hypothesis and its implications for hydrologic services.

© 2013 Elsevier B.V. All rights reserved.
2. Objectives

We will attempt to test the “infiltration-evapotranspiration trade-off” hypothesis in the humid Western Ghats by quantifying the groundwater recharge and low flow characteristics components within 11 experimental basins in the Upghat (Malnaad) and Coastal regions across three land covers (Natural Forest, Degraded Forest, Acacia Plantations) within Uttara Kannada. In the absence of detailed process hydrology information, we will use several approaches to evaluate if there is a consistency in the interpretation of the results. The techniques used are as follows:

- The development of basin frequency–duration–curves (FDC).
- The use of basin water balances in the wet season.
- An evaluation of soil water hydraulic potentials in the absence of rainfall and thus confined to dry season only in combination with the application of the zero flux plane (ZFP) method.
- Finally, a brief assessment of the scale issue and downstream dry-season river flow will be subsequently considered.

3. Study area

3.1. Landscape, soils, geology and hydrogeology

The locations of the 11 instrumented head-water catchments (listed in Table 1) are shown in Fig. 1. In the Malnaad these are located and nested within four larger catchments that supplied irrigation water to downstream areca nut plantations and rice-paddies. As indicated in Table 1, there are two groups of experimental basins which are located in two of the three distinct landforms identified in the classification of Gunnell and Radhakrishna (2001), viz, the Coastal plain and the hilly Upghat or Malnaad region (see also Fig. 1 in Bonell et al., 2010; Krishnaswamy et al., 2012). The geology is mainly Archaen-Proterozoic-Dharwad schist and granitic gneissic, meta-volcanic and some recent sediment in the coastal belt. Greywacke prevail from the Western slopes to the Malnaad (Geological Survey of India, 1981).

Many of the upper geological sequences of this region are lateritized due to their exposure to suitable climatic conditions over a prolonged period. Their thickness ranges from a few cm to as much as 60 m in depth (Geological Survey of India, 2006). Figure 16b in Bourgeon (1989) provided a simplified latitudinal cross-section of the geology and location of laterites (known as lateritic caps) from the coast through to the Malnaad (incorporating Siddapur and Sirsi, shown in Bonell et al., 2010). This cross–section is in proximity to the latitude where the study basins are located.

In the escarpment of the Ghats, the catchments in the Coastal zone are dominated by rocks of the Archean complex. The associated soils are dominated by 1:1 clays associated with iron and aluminium oxo hydrous. We used the Indian soil classification system (NBSSLUP, 1993, Shivaprasad et al., 1998; Bonell et al., 2010) and these Coastal basin soils belong to the Laterite soil group. Under the FAO system these soils are mixture of Eutric Nitosols and Acrisols (FAO-UNESCO, 1974; FAO, 1998) and would be classified under the USDA system as Alfisols, Ultisols and Oxisols (Soil Survey Staff, 1975, 1999) (Table 1). A separate French survey of the Western Ghats undertaken by Bourgeon (1989) described the soils as being “Lithosols” and “Ferrallitic”. A soil description of the evergreen forest within ~5 km of the Coastal basins is provided elsewhere (Table 1, Bourgeon, 1989 and reproduced in Krishnaswamy et al., 2012).

The catchments in the Malnaad are on the back slopes of the Western Ghats, deeply dissected, and the geology is dominated by Greywacke. The associated soils have similar clay minerals as above. They are classified as Red and Laterite (Shivaprasad et al., 1998), with similar equivalent classifications of FAO to those soils of the Coastal basins. When concerning the USDA, they are a mixture of Alfisols, Inceptisols and Oxisols (Shivaprasad et al., 1998; Table 1).

The soils in both the Coastal and Malnaad basins are deeply weathered similar to the description of Putty and Prasad (2000a).

---

**Table 1**

The physical characteristics of the experimental basins in the Up-ghat (Malnaad) and Coastal regions. Land-cover types include natural forest (NF), acacia (AC) and degraded forest (DF).

<table>
<thead>
<tr>
<th>Basin</th>
<th>Site</th>
<th>Land cover</th>
<th>Area (ha)</th>
<th>Land cover code</th>
<th>Average elevation (m)</th>
<th>Average slope (deg)</th>
<th>Mean annual rainfall (1988–1997) (mm)</th>
<th>Soil type as per Indian Soil Classification and USDA Soil Survey Staff (1999)*</th>
<th>NBSSLUP (Shivaprasad et al., 1998)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coastal basins</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Areangadi</td>
<td>Natural Forest</td>
<td>23</td>
<td>NF1</td>
<td>255.03</td>
<td>17.16</td>
<td>3672</td>
<td>Laterite, Clayey, kaolinitic, Ultisol (Ustic Kandihumults)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Areangadi</td>
<td>Degraded Forest</td>
<td>7</td>
<td>DF1</td>
<td>52.71</td>
<td>10.38</td>
<td>3793</td>
<td>Laterite, Clayey, kaolinitic,Ultisol (Ustic Kandihumults)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Areangadi</td>
<td>Acacia</td>
<td>7</td>
<td>AC1</td>
<td>112.25</td>
<td>15.23</td>
<td>3793</td>
<td>Laterite, Clayey-skeletal, kaolinitic, Ultisol (Petroferric Haplustults)</td>
<td></td>
</tr>
<tr>
<td>Malnaad (UP-GHAT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Vajgar</td>
<td>Natural Forest</td>
<td>9</td>
<td>NF1</td>
<td>618.09</td>
<td>7.51</td>
<td>2750</td>
<td>Red, Fine, kaolinitic, Alfisol (Kandic Paleustalfs)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Vajgar</td>
<td>Degraded Forest</td>
<td>10</td>
<td>DF1</td>
<td>587.27</td>
<td>7.07</td>
<td>2750</td>
<td>Laterite, Clayey, kaolinitic, Alfisol(Kandic Paleustalfs)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Kodigibail</td>
<td>Natural Forest</td>
<td>6</td>
<td>NF1</td>
<td>540.14</td>
<td>7.56</td>
<td>2750</td>
<td>Red, Clayey-skeletal, kaolinitic, Inceptisol(Ustoxic Dystropepts)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Kodigibail</td>
<td>Degraded Forest</td>
<td>9</td>
<td>DF1</td>
<td>522.16</td>
<td>4.76</td>
<td>2948</td>
<td>Red, Clayey-skeletal, kaolinitic, Inceptisol(Ustoxic Dystropepts)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Kodigibail</td>
<td>Degraded Forest2</td>
<td>45</td>
<td>DF2</td>
<td>536.50</td>
<td>5.10</td>
<td>2948</td>
<td>Red, Clayey-skeletal, kaolinitic, Inceptisol(Ustoxic Dystropepts)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Kodigibail</td>
<td>Acacia</td>
<td>7</td>
<td>AC1</td>
<td>538.00</td>
<td>5.51</td>
<td>2948</td>
<td>Red, Clayey-skeletal, kaolinitic, Inceptisol, (Ustoxic Dystropepts)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Kodigibail</td>
<td>Acacia3</td>
<td>6</td>
<td>AC3</td>
<td>544.83</td>
<td>4.34</td>
<td>2948</td>
<td>Red, Clayey-skeletal, kaolinitic, Inceptisol, (Ustoxic Dystropepts)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Kodigibail</td>
<td>Acacia2</td>
<td>23</td>
<td>AC2</td>
<td>544.10</td>
<td>3.36</td>
<td>2948</td>
<td>Red, Clayey-skeletal, kaolinitic, Oxisol(Ustoxic Dystropepts)</td>
<td></td>
</tr>
</tbody>
</table>


a Acacia3 is nested within Acacia2.
In the absence of any deep drilling in the basins, however no detailed soil descriptions down to bedrock exist. Exposures in hills and stream banks do suggest that soils extend well beyond 2 m in depth. Further no detailed mapping of soil pipe occurrence (Putty and Prasad, 2000a,b) was undertaken, although we have observed soil pipes in the forested catchments in the region and there was evidence of vertical macro-pore flow in soil exposures and an example is shown in Fig. 2 of Krishnaswamy et al., 2012.

The main aquifers in the study area are the weathered and fractured zones of metavolcanics, metasedimentaries, granites and gneisses, laterites, along with the alluvial patches found along the major stream courses. Significantly there is no primary porosity in the hard rocks. It is the secondary structures like joints, fissures and faults present in these formations up to \( \sim 185 \) m below ground level (mbgl) which act as a fractured rock aquifer (e.g., Cook, 2003) with an effective porosity of 1.0 – 3.0% and contain groundwater. The transmissivity of aquifer material are in the general range from 2.09 to 24.41 m\(^2\) day\(^{-1}\) (CGWB, 2008). At depths \(<30\) mbgl unconfined, groundwater dominates but there is a tendency towards a more confined status at greater depths due to the complexity of the geological formations and associated fracture zones. Spot surveys undertaken in May (pre-monsoon) and November (post-monsoon) 2006 and using a network of 30 of the national hydrograph stations, showed that pre-monsoon water levels between 5 and 10 mbgl were typical over large parts of Uttara Kannada. In the post-monsoon, the prevailing depths within the Coastal and Malnaad areas were respectively 2–5 and 5–10 mbgl (CGWB, 2008).

3.2. Climate

The climate is classified under Koppen as ‘tropical wet and dry’. Rainfall is monsoonal and unimodal (June to September). The annual rainfall varies from 3979 mm in the Coastal zone to 3275 mm in the Malnaad (1950–2000 mm average, derived from Hijmans et al., 2005). Long-term annual reference Potential evapotranspiration (PET) is 1482 mm for the Coastal basins and 1527 mm in the Malnaad basins (Hijmans et al., 2005).

On a monthly basis, and pertinent to this paper, there is marked reduction in PET following the onset of the monsoon in June until its termination from October onwards (Hijmans et al., 2005) and shown in Fig. 2. This ‘dip’ in PET is due to persistent high humidity and cloudiness with frequent rainfall (Bourgeon, 1989; Hijmans et al., 2005). Of high relevance to the current work, there have been no studies undertaken in the Western Ghats that have made direct measurements of actual evapotranspiration (AET) using micrometeorological methods. Consequently AET estimates will be derived from modelling.

The dry season lasts from 5 to 6 months and so during this time PET > rainfall. The annual mean temperature ranges from 26.4 °C in the Coastal plains and slopes, to 24.5 °C in the Malnaad (Hijmans et al., 2005). Annual average relative humidity is \( \sim 72.3\% \).
Coastal basins and 70% on the Malnaad slopes (1960–1990, New et al., 1999). Maximum rainfall intensities for a duration of 15 min across the study area range from 50 mm h\(^{-1}\) (1 in 1 year) to 130 mm h\(^{-1}\) (1 in 50 year) (Bonell et al., 2010). Overall these short-term rainfall intensities are comparatively low by global standards for the humid tropics (Bonell et al., 2004). On the other hand, the long duration of rain events (often over several days) ensures very high precipitation totals (Putty and Prasad, 2000a,b) and the latter was also shown in Krishnaswamy et al. (2012).

3.3. Vegetation and land-cover/land-use

The natural and modified vegetation of the study area is highly diverse in response to the equally complex geology, geomorphology and climate of the Western Ghats. Based on criteria such as physiognomy, phenology and floristic composition, the vegetation of the study area is classified principally as evergreen and semi-evergreen which are two of the five major floristic types identified within several detailed studies of the region (Pascal, 1982, 1984, 1986, 1988; Ramesh and Pascal, 1997; Ramesh and Swaminath, 1999). Within the framework of a highly fragmented land cover and land use system (Blanchart and Julka, 1997; Menon and Bawa, 1998; Pomeroy et al., 2003; Pontius and Pacheco, 2004; Seen et al., 2010), there are typically three principal stable patterns of land use and management, viz:

- Less disturbed, dense forest (referred to also as Natural Forest, NF, or Forest) which has resulted from a limited extraction regime, and is commonly associated with Reserve Forest patches.
- Dominantly tree savannas (Degraded Forest, DF, or Degraded) that result from intense harvest of fuel wood, leaf and litter manure and grass, as well as intermittent fires (Rai, 2004;Priya et al., 2007). These tree savannas were previously occupied by mostly evergreen and semi-evergreen forest prior to severe disturbance over decadal to century time scales. The species composition, tree density and basal area of this land cover however can be highly variable between first-order basins (see Table 1).
- Exotic Acacia auriculiformes plantations planted since 1980 (Acacia, AC) that are part of the ‘forestation’ programme of the Karnataka Forest Department (Rai, 1999). Typically these plantations have replaced grazing land, or highly degraded forest land, some of which have become barren land. The initial survival of the AC plantations has been ensured through fencing and guarding. The ages of AC plantations in the study basins ranged from to 7 to 12 years at the time of the hydrological data collection (Krishnaswamy et al., 2012). Historically, people would have used and occupied the more accessible sites, which are currently under “degraded” forests or are under “restoration” through establishment of tree plantations.

Detailed description of the dominant vegetation types in the experimental basins are given elsewhere (Krishnaswamy et al., 2012). It should be noted that the Acacia plantations are not wholly monoculture but do incorporate a few other species. One of the Acacia basins (Kodigibail, Acacia 3 in Table 1) is nested within another (i.e. Acacia 2) and the latter basin also includes some agriculture.

In the Malnaad the head-water basins are nested within more heterogeneous catchments that supply water to local communities and provide irrigation water to areca nut plantations, home gardens, orchards and rice paddies.

3.4. Tree root depths

Krishnaswamy et al. (2012) summarised knowledge of tree root patterns in the study area. Roots extend well beyond 2 m depth under the Natural Forest. For the young Acacia plantations most roots were located at <1.5 m depth and are known to be more densely concentrated between 0.3 and 1.0 m (Kallarackal and Somen, 2008). Depth of roots under the Degraded Forest were more varying, but mostly <0.6 m, depth due to the more extensive low
herbaceous cover (dominated by grass species) in between the surviving trees.

3.5. The experimental basins

Krishnaswamy et al. (2012) provided details of the experimental basins. In summary, the complex mosaic of land use in the study area resulted in most basins having small areas (<10 ha) to ensure as close as possible ‘homogeneity’ in land cover for each basin. Moreover the sub-soil field, saturated hydraulic conductivity, $K_s$ down to 1.5 m depth is comparatively permeable (in excess of 10 mm h$^{-1}$) when compared to other reports elsewhere in similar soil groups (Bonell et al., 2010; Krishnaswamy et al., 2012). This combination of a marked concentration of rainfall in few months, small basin areas, comparatively permeable sub-soils and a fissured hydrogeology results in most of the study basins having intermittent flow regimes (i.e., no perennial flow). Streamflow terminates after the end of the monsoon at different times within each basin and will be later considered in this paper and the recharge during the monsoon at smaller scales aggregates and contributes to baseflow in higher order perennial streams.

4. Methods

4.1. Rainfall-runoff

Stream discharge in each of the 11 catchments (Table 1) was measured using either weirs or stage-velocity-discharge methods. In addition all catchments in the Coastal zone (Areangadi, Table 1) were instrumented with staff gauge, mechanical water-level recorders and a self-recording rain gauge. As these three basins were spatially close together, the same data from the one self-recording rain gauge was used. In the Malnaad group, rainfall and runoff data were collected daily supported by additional manual measurements of stream stage taken up to four times a day.

In summary, daily rainfall and stream discharge data for the years 2003, 2004 and 2005 are available for the Kodigibail and Vajagar catchments in the Upghat (Malnaad), and for 2004–2005 for the three Coastal basins (Table 4). In addition for part of the summer monsoon of 2005 (16 June–26 July, i.e., a total of 41 days), 36 min (0.6 h) data was available for rainfall-runoff for selected storms in the three Coastal catchments. Such information enabled us to monitor temporal changes in the rainfall-runoff response following the onset of the monsoon until maximum basin wetness was attained.

As indicated in Fig. 1, some of the small and relatively homogeneous catchments in the Malnaad sites were nested within larger basins (1.0–2.5 km$^2$) with different proportions of forest cover (as shown in Table 2). Downstream, these larger basins were instrumented with V-notches from December 14, 2004. Such steps will enable an assessment of the dry season flows at these larger scales.

4.2. Potential evapotranspiration

Reference potential evapotranspiration (PET) was estimated at both the Coastal and Malnaad sites using available daily weather data. Data for more variables were available from an Indian Meteorological Department station close to the Coastal site so PET was calculated using the Penman–Monteith equation following the FAO approach (Allen et al., 1998; http://www.fao.org). For the Malnaad sites where available weather data was more limited, the much simple empirical equation of Turc (1961) was adopted. In this context, an earlier comparative study of up to twenty different PET methods was undertaken by Jensen et al. (1990). Their work compared estimated PET against carefully selected lysimeter data from eleven stations across a range of climates. Jensen et al. (1990) noted that the Turc method compared very favourably with combination methods at their humid lysimeter locations. More pertinent, the Turc method was ranked second only to the Penman–Monteith method when only the humid locations were considered in that study (Jensen et al., 1990). Elsewhere another comparative study of reference ET methods by Yoder et al. (2005) came to similar conclusions.

4.2.1. Data inputs

More specific details on the data inputs, as part of using the above methods are now provided. In the absence of a meteorological station on site for the Coastal basins, we followed the FAO manual (Allen et al., 1998), which recommended that data from nearest meteorological station be used. Daily climate data (temperature, wind speed and relative humidity) were obtained from the Honnavar station of the Indian Meteorological Department (IMD) which is located about 10 km from the catchments. The variables solar radiation and maximum sunshine hours were not available from this station. Thus the use of a global formula which only requires latitude –longitude as the input for each specific catchment was adopted for this purpose (Allen et al., 1998; http://www.fao.org/). PET will be then plotted over the wet season and the initial stages of the post-monsoon season (May–December 2005, incl.).

### Table 2

<table>
<thead>
<tr>
<th>Catchment</th>
<th>Total area (km$^2$)</th>
<th>Percent of area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Forest</td>
<td>Acacia</td>
</tr>
<tr>
<td>Golikai</td>
<td>1.05</td>
<td>27.2</td>
</tr>
<tr>
<td>Kodigibail</td>
<td>2.42</td>
<td>26.5</td>
</tr>
<tr>
<td>Nirmundagi</td>
<td>1.64</td>
<td>15.3</td>
</tr>
<tr>
<td>Vajgar</td>
<td>1.06</td>
<td>62.4</td>
</tr>
</tbody>
</table>

$^a$ the Kodigibail basins listed in Table 1 as basins 9 to 11 and shown in Fig. 1 are nested within this basin.

$^b$ The Vajgar sub-basins (4 and 5) in Table 1 are nested within this basin.

### Table 3

<table>
<thead>
<tr>
<th>Type</th>
<th>Recession constant</th>
<th>C1$_\text{mean}$, sd</th>
<th>C2</th>
<th>C3$_\text{mean}$, sd</th>
<th>$Q_b$</th>
<th>$Q_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D, delay = 1 time unit (36 min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forest</td>
<td>0.98</td>
<td>0.0067, 0.019</td>
<td>0.69</td>
<td>0.31, 0.019</td>
<td>329, 1910</td>
<td>0.95</td>
</tr>
<tr>
<td>Acacia</td>
<td>0.91</td>
<td>0.1, 0.134</td>
<td>0.47</td>
<td>0.43, 0.109</td>
<td>6.88, 18.01</td>
<td>0.76</td>
</tr>
<tr>
<td>Degraded</td>
<td>0.89</td>
<td>0.21, 0.263</td>
<td>0.35</td>
<td>0.45, 0.197</td>
<td>4.22, 15.83</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Note: C1 is the overland flow coefficient; C2 is the evapotranspiration and basin storage coefficient; and C3 is the ground-water recharge coefficient; C3/C1 indicates the fraction of precipitation that becomes recharge and is the ratio of ground-water recharge to the overland coefficient; sd is the standard deviation of C1 and C3; IQR stands for inter-quartile range; $Q_b$ is the proportion of total flow $Q$ estimated as baseflow and $Q_f$ is the proportion of total flow $Q$ estimated as Quickflow.
In the Malnaad, there was no IMD station data available. A meteorological observatory was established close to the Acacia basins (AC1 and AC2) in the study area at Kodigibail. The observatory was equipped with self-recording and ordinary rain gauges to measure rainfall. Air temperatures (maximum and minimum) and wet and dry bulb temperatures were also measured. The measurements were initiated from October 2004 onwards. Due to the non-availability of radiation and wind speed data, daily records of air temperature and relative humidity were used to compute potential evapotranspiration using the Turc method as recommended for sub-humid climates of India (Venkatesh et al., 2011; Nandagiri and Kovoor, 2006).

4.3. Actual evapotranspiration and daily water balance

When taking the appropriate reference PET (i.e., FAO or Turc methods), actual evapotranspiration (AET) in the wet-season was then estimated based on the following criteria:

- An initial condition is that AET can at most equal reference PET (Chiew and McMahon, 1991; Limbrick, 2002).
- The reference PET that we have used as an upper bound for daily AET for forest in subsequent water balance calculations are twice that are reported on a daily basis when compared with reports from a west Africa tropical forest study (Ledger, 1975). The latter had a similar rainfall regime to the Western Ghats with very high annual rainfall which is also concentrated in 4 months and then followed by a marked dry season (Ledger, 1975). Such lower AET values in the wet season also align with the noted wet season ‘dip’ in PET.

Thus the reference PET values on an annual basis used here are more generous and close to or above the highest values recorded for AET of tropical humid forests anywhere (Kume et al., 2011). They are assumed to be appropriate as the upper bound of actual evapotranspiration for the forest in the wet season. This is especially true for the wet-season when soil water is not limiting but energy is (Fig. 2). Differences in maximum AET between land-cover types would be suppressed as they all would be constrained by available energy and not soil moisture and thus their AET would all be less than or equal to PET.

- Based on the water balance equation, AET would be smaller than the difference between rainfall ($P$) – streamflow ($Q$) because there is also a groundwater recharge component, viz:

$$P - Q = \text{AET} \pm \text{Gw}(\text{e.g., Gw recharge})$$

- For the conditions if $P - Q > \text{PET}$ then $\text{AET} = \text{PET}$, and if $P - Q < \text{PET}$ then $\text{AET} = P - Q$. Basically, this means that groundwater recharge would only occur when AET demands of the vegetation are met and when there is a surplus over and above AET.
- During days when it is not raining but streamflow occurs, then it is assumed that the partitioning of soil moisture in the unsaturated zone is between contributions to AET and Q. Thus, water will drain from soil to sustain streamflow only when the soil is sufficiently wet to meet AET demands and contribute to streamflow. Consequently, we assume that AET was equal to PET under these conditions (Oishi et al., 2010; Palmroth et al., 2010). This assumption is supported by Venkatesh et al. (2011; Fig. 2) who showed that the matric potentials were close to saturation during the wet season with ample supplies of “free water” for sustaining AET at PET levels.

Following the estimation of AET (as outline above), groundwater recharge is calculated using the water balance Eq. (2):

$$\text{Groundwater recharge} = \text{Rainfall} (P) - \text{Streamflow} (Q) - \text{AET}$$

where, Rainfall and Streamflow are known over daily time steps for both Coastal and Malnaad basins.

4.4. Soil moisture and soil water hydraulic potential

Soil moisture was sampled twice per month for gravimetric soil moisture during the water year (May 2004–April 2005) within the Coastal basins. These were taken at depths from 0.15 m to 1.5 m at 0.15 m intervals using a soil auger at three sampling points located in the upper/mid/lower reaches of each land-cover basin. Subsequently, the mean values of the soil moisture parameters (highlighted below) were derived from these three points.

The gravimetric soil moisture values were converted to volumetric moisture based on field sampling of bulk density at the same depths. The available moisture content at each of the depth ranges, that is, (0–0.15 m) + (0.15–0.30 m) + (0.30–0.45 m) + (0.45–0.60 m) + (0.60–0.80 m) + (0.80–1.00 m) + (1.00–1.50 m) was calculated by multiplying the moisture content value by the depth of soil column (0.15 m). Total volume of available moisture content for a given month is calculated by adding the volume of moisture at each of the depth ranges, that is, $(0.15–0.30 m) + (0.30–0.45 m) + . . . + (1.35–1.50 m)$. These were then

---

**Table 4**

The basin water balances for the wet seasons 2004 and 2005.

<table>
<thead>
<tr>
<th>Period (Month/Year)</th>
<th>Land cover</th>
<th>$P$</th>
<th>$Q$</th>
<th>$\text{AET}$</th>
<th>Recharge – (% $P$)</th>
<th>Date in which the stream discharge stopped</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kodigibail water balance summary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06/2004 to 09/2004</td>
<td>Forest</td>
<td>2514</td>
<td>541</td>
<td>352</td>
<td>1621 (64.5)</td>
<td>06-10-2004</td>
</tr>
<tr>
<td></td>
<td>Acacia</td>
<td>2514</td>
<td>728</td>
<td>369</td>
<td>1417 (56.4)</td>
<td>13-09-2004</td>
</tr>
<tr>
<td></td>
<td>Degraded</td>
<td>2514</td>
<td>1028</td>
<td>364</td>
<td>1122 (44.6)</td>
<td>06-10-2004</td>
</tr>
<tr>
<td>06/2005 to 09/2005</td>
<td>Forest</td>
<td>3392</td>
<td>1186</td>
<td>364</td>
<td>1842 (54.3)</td>
<td>24-09-2005</td>
</tr>
<tr>
<td></td>
<td>Acacia</td>
<td>3392</td>
<td>2096</td>
<td>373</td>
<td>923 (27.2)</td>
<td>25-09-2005</td>
</tr>
</tbody>
</table>

**Coastal basins water balance summary**

<table>
<thead>
<tr>
<th>Period (Month/Year)</th>
<th>Land cover</th>
<th>$P$</th>
<th>$Q$</th>
<th>$\text{AET}$</th>
<th>Recharge – (% $P$)</th>
<th>Date in which the stream discharge stopped</th>
</tr>
</thead>
<tbody>
<tr>
<td>06/2004 to 08/2004</td>
<td>Forest</td>
<td>2842</td>
<td>1132</td>
<td>284</td>
<td>1426 (50.2)</td>
<td>Continues</td>
</tr>
<tr>
<td></td>
<td>Acacia</td>
<td>2842</td>
<td>1148</td>
<td>282</td>
<td>1412 (49.7)</td>
<td>27-08-2004</td>
</tr>
<tr>
<td>06/2005 to 08/2005</td>
<td>Forest</td>
<td>2976</td>
<td>1226</td>
<td>288</td>
<td>1462 (49.1)</td>
<td>Continues</td>
</tr>
<tr>
<td></td>
<td>Acacia</td>
<td>2976</td>
<td>1476</td>
<td>273</td>
<td>1227 (41.2)</td>
<td>22-08-2005</td>
</tr>
<tr>
<td></td>
<td>Degraded</td>
<td>2976</td>
<td>1750</td>
<td>276</td>
<td>950 (31.9)</td>
<td>25-09-2005</td>
</tr>
</tbody>
</table>

Notes: (i) All values in mm and (ii) wet season = June to September 2004 and 2005.

Notes: (i) All values in mm and (ii) wet season = 2004 and 2005: June to August.
summed up to estimate monthly volumes of available moisture content. The latter calculations provide inputs to the zero flux plane estimates (see below).

Furthermore in the absence of soil water pressure transducers, we used the pressure plate data on cores taken from these soils at the same depths to estimate the soil water hydraulic potential (using the soil surface as the reference position, see below) corresponding to the volumetric moisture contents.

4.5. Analytical methods

4.5.1. Water yields

The rainfall and discharge data were used to estimate annual water yields which were plotted against basin area and land-cover.

4.5.2. Flow duration curves

Flow duration curves, FDC (Vogel and Fennessey, 1994, 1995) were plotted using the daily discharge time-series data in depth units (mm day$^{-1}$). Essentially these have the magnitude of flow on a log scale on the y axis and the percentage of total number of days in which that flow was equalled or exceeded on the x axis. The FDCs are extremely useful in comparing the distribution and magnitude of flows especially low and dry-season flow across sites and land-cover types (Smakhtin, 2001; Roa-García et al., 2011). The FDCs were computed and plotted using the FDC function in the HydroTSTR package in R statistical package. These FDCs were computed and plotted on a comparative basis with some land-cover sustaining low flows when others did not have any flow and so are plotted on a log scale after removing zero flows.

4.5.3. The Furey–Gupta (F–G) filter analyses

The filter analysis of Furey and Gupta (2001) was applied to the continuous rainfall–runoff data of 41 days (16 June–25 July 2005) in the Coastal basins.

The method is derived from a basic physical equation for a hill; a simple representation of stream flow; and by partitioning precipitation into overland flow, evapotranspiration, and groundwater recharge, where recharge is time lagged (Furey and Gupta, 2001). Thus, it is a physically-based digital filter that uses time-series of rainfall and streamflow to estimate the recession constant and three diagnostic basin coefficients: $C_1$ is the proportion coefficient of rainfall that becomes overland-flow, $C_2$ is the coefficient corresponding to evapotranspiration, and $C_3$ is the coefficient corresponding to groundwater recharge. These coefficients are constrained to conserve mass such that $C_1 + C_2 + C_3 = 1$. An input to the filter analysis is the estimation of D (see Eq. (11) in Furey and Gupta, 2001) which is the assumed delay time in time-steps between infiltration and ground-water recharge. The small size of the catchments and the high groundwater levels during the monsoon in Uttarakhanda (Central Groundwater Board, 2008) justifies the choice of smaller values of the delay factor, D. Such reasoning for the selection of small values of D is also in agreement with Furey and Gupta (2001). In our case, we assumed 0.6 h for the final reporting, the smallest time-step although we did a sensitivity analysis using varied values of D from 0.6 to 24 h for each of the land-covers and found that the patterns in relative comparisons of estimates of quick-flow and baseflow between land-cover at different assumed values of D remained consistent throughout. In theory, D could be a function of land-use and land-cover, but hydro-geology is likely to play a major role, and given the spatial proximity of the catchments, we expect the values to be similar. The filter (equation 22 in Furey and Gupta, 2001) also gives the recession constant, 1 - for $(t/T)$ in $Q_i = Q_0 e^{-t/T}$, where $Q_0$ is discharge at time $t$ and $Q_t$ is discharge at time zero.

The above filter of Furey and Gupta (2001) is based on four assumptions which these writers critically evaluated. Such an evaluation will now be placed in the context of the present work. The assumptions are namely: (a) the routing of water from hillside to stream gauge is near-instantaneous and will progressively degrade with increasing basin scale. In that context, the small scale of the Coastal basins may prove an advantage; (b) the ratio of $C_3/C_1$ is assumed to be constant in time and so does not allow for temporal variability in soil moisture and rainfall rate. Furey and Gupta (2001) noted that the estimates for $C_4$ are highly sensitive to error in the estimation of precipitation, and this error increases with increasing basin scale. As with assumption a), the small basin areas in the current work should reduce the error in precipitation measurement and thus the error in $C_1$. Moreover following the wetting up phase at the beginning of the summer monsoon, soil moisture in the study basins is close to maximum conditions of wetness, (as shown by Venkatesh et al., 2011); (c) the delay time, D between precipitation and groundwater recharge is constant. This assumption, however, can only be an approximation due to the variable depth to groundwater table. Further the lack of knowledge on the hydrogeology and the possibility of varying pathways and sources of deeper groundwater contributions (not just from the water table per se) to runoff from the underlying fractured rock (discussed in Krishnaswamy et al., 2012), could potentially affect D and thus the $C_3$ estimates across the basins; d) groundwater recharge is proportional to precipitation in a “damped” form.

Furey and Gupta (2001) concluded that the method is best applied at ‘long’ time scales for the more reliable estimates of baseflow or delayed flow (linked with $C_3$) and small basins. Preliminary analyses of the daily rainfall–runoff records over the wet season linked with the Malnad basins showed that at the daily time resolution, in conjunction with the small size of these basins, the F–G method proved insufficient to capture all aspects of the flashy hydrograph responses. Thus the assumptions of this approach were not met and the recession constants, $C_1$, $C_2$ and $C_3$ could not be reliably estimated. We thus confined the application of the F–G method to the Coastal basins where rainfall–runoff time series were available at the 0.6 h time resolution.

4.6. Estimating groundwater recharge in wet-season using the Furey–Gupta coefficient, $C_2$

The Furey–Gupta filter analysis as applied to 0.6 hourly data for the monsoon of 2005 (41 days) yielded the coefficient $C_2$ which can be considered as scaling coefficient to compare and estimate evapotranspiration (and some temporary storage) across land-cover types. Following the short period of “transient wetting up” at the opening of the monsoon (16–25 June 2005, Krishnaswamy et al., 2012), the magnitude of transient storage is likely to stabilise so that AET will dominate $C_3$ for most of the 41 day record. We assume that the ratio of the $C_2$ coefficient values for any two land-covers will approximate the ratio of actual evapotranspiration of these land-covers during the period of the time-series data i.e.,

$$\frac{C_2\text{ Acacia}}{C_2\text{ Forest}} = \frac{\text{AET Acacia}}{\text{AET Forest}} \quad (3)$$

$$\frac{C_2\text{ Degraded}}{C_2\text{ Forest}} = \frac{\text{AET Degraded}}{\text{AET Forest}} \quad (4)$$

The use of these approximations (i.e. Eqs. [3] and [4]) requires that we have some independent reference AET for the Forest on which the relative scaling can be applied to obtain corresponding AET estimates for the Acacia and Degraded Forest. The AET are then applied to the water balance Eq. (2)) along with the respective total P and total Q for each basin, over the 41 days period, to estimate groundwater recharge for each land cover.

The independent estimate of AET for the Forest was taken from the water balance ET estimates of Ledger (1975) based on a study in Sierra Leone where very high rainfalls (7 year mean, 5795 mm)
are concentrated in 3 months of the year (7 year mean rainfall, July–September, 4523 mm) (Bruijnzeel, per comm). As discussed (under Methods), such a rainfall total and its seasonal distribution are climatically similar to the present study sites as well as the Western Ghats (as described by Gunnell, 1997). When compared with most lowland forest ET estimates, the annual ET was found however to be low and only 1011 mm for a 7 year record (Ledergerber, 1975). As Roberts et al. (2004) noted elsewhere a typical annual estimate of ~1400 mm (Bruijnzeel, 1990) for AET is close the net radiation equivalent of evaporation (1500–1550 mm; Calder, 1999) for the drainage basin experiments.

The average daily ET over the wettest 3 months (July–September, total ET, 139 mm) was low at 1.5 mm d⁻¹ (Ledergerber, 1975) and it is this figure that will be used as the reference AET for forest in equations 3 and 4). It should be noted that use of this reference AET estimate acts as a scaling factor and is restricted to the Coastal basins which are very close to each other so that climate differences are negligible. The C₄ coefficient of the Furey–Gupta filter analysis is a surrogate estimate of differences in land cover characteristics (e.g., species composition, crown cover) on AET.

4.7. The SWIM model for estimating the water balance

We applied the CSIRO SWIMv2 (Soil Water Infiltration and Movement) model (Verburg, 1996; www.clw.csiro.au/products/swim/) SWIM v2.0 over a water year April 2004–May 2005 for the Coastal basins. SWIM is based on a numerical solution of the Richards’ equation and the advection–dispersion equation. Of relevance to this study, SWIM can be used to simulate runoff, infiltration, redistribution, plant uptake and transpiration, soil evaporation and deep drainage (Verburg, 1996). However the model deals only with a one-dimensional profile and assumes that there is one hydraulic conductivity function (based on data from Bonell et al., 2010) for each soil horizon so that macropore flow can only be accounted for in a limited way. Moreover previous work (Bonell et al., 2010; Krishnaswamy et al., 2012) has reported the existence of 2-Dimensional flow (i.e., sub-surface storm flow) within the soil profile during storms so the assumption of 1-Dimensional flow will break down at such times during the wet season. Nonetheless, its application will provide some useful insights into the impacts of land cover on evapotranspiration as well as runoff and groundwater recharge which can then be compared with the results for other methods.

The outputs of SWIM will also be compared with the daily water balances of the Malnad and Coastal basins.

4.8. The zero flux plane method

The zero-flux plane (ZFP) method provides a point estimate of plant-water use and drainage to deeper layers (e.g., Cooper, 1980; Wellsing and Bell, 1980; Kirsch, 1993; reviewed in Khalil et al., 2003). The method involves estimating a depth profile of total hydraulic potential of soil moisture and then the identification of a “zero flux plane” which separates the zones of upward and downward movement of water in a thoroughly wetted soil with evaporation and drainage occurring simultaneously. The ZFP separates upward movement of soil water to evapotranspiration from downward drainage towards the deeper soil and water table in the one-dimensional plane. Moreover the method is based on the premise that soil water recharge plus continued downward drainage under gravity is equal to changes in soil-moisture storage below the ZFP and that plant-water use above this zone is similarly estimated. In such circumstances, it is assumed that root extraction of soil moisture for AET below the ZFP is negligible, i.e. there is only drainage below the ZFP (Cooper, 1980). On the basis of the description of tree rooting patterns above, clearly the latter assumption of the ZFP method will not always be met. This notion applies especially once uptake for AET demands of freely available and shallow soil water has been completed in the early stages of the dry season (Venkatesh et al., 2011). Subsequently deeper root extraction is then more favoured especially when concerning the deeper-rooted, natural forest. In such circumstances the ZFP method would potentially over-estimate soil water drainage below the zero flux plane, and conversely under-estimate AET. The review of Khalil et al. (2003) suggested that in similar circumstances elsewhere errors in ZFP estimates were not considered large. But the latter rests on the premise that water is readily available most of the time in the upper soil layers.

As with SWIM above, the existence of 2-dimensional lateral flow during the monsoon (Bonell et al., 2010; Krishnaswamy et al., 2012), will cause a breakdown in the assumptions of the ZFP method. In addition the water table has to be deeper than the ZFP and the occurrence of perched water tables also during the wet season is another problem (Venkatesh et al., 2011; Krishnaswamy et al., 2012). Thus the application of the method is restricted to the dry season only when no rainfall was recorded. The method requires data on the soil matric potential (Ψ) with depth (z) to locate the ZFP as well as soil–water content to measure changes in storage. We used periodic (once a month) measurements of gravimetric soil moisture at various depths up to 2 m from the end of the wet-season in November 2005 through the dry-season until April 2006. As earlier indicated, these gravimetric data were then converted into volumetric soil moisture using bulk-density measured at the sites. Subsequently the matric potentials were obtained from the pressure plate data on soil cores taken at the same depths as the gravimetric moisture data. The total hydraulic potential (Ψ) (i.e., total soil water potential) was then calculated at each depth, where Ψ = Ψₒ – z, and taking the surface as the reference datum (z = 0). Finally the total hydraulic potential – depth relation was then plotted to identify whether a ZFP exists and if so, evapotranspiration and recharge can be estimated for each land-cover using Eq. (1) in Khalil et al. (2003).

\[ E = R + \int_{0}^{Z_{t_1}} \theta(t_1) dz - \int_{0}^{Z_{t_2}} \theta(t_2) dz + \frac{1}{2} \int_{Z_{t_1}}^{Z_{t_2}} \theta(t) dt \]

where E is the Evaporation over the time period t₁ to t₂; R the Rainfall over the same period; t the time; z the depth measured positively downward; Z the Depth at which drainage is calculated; θ the Volumetric Moisture Content and zₒ(t) the ZFP depth at time t.

5. Results

5.1. Summary of the meteorological data

The annual rainfall for the Coastal site during the hydrologic year (June 2005–May 2006) was 3879 mm. The average rainfall for the hydrologic years 2004 and 2005 during the wet season (June–August) was 2751 mm and for the early the dry season period (September–December), the average was 386 mm. The average relative humidity for the hydrologic year 2005–2006 was 76.8% and average for the wet and dry seasons, as defined above (for the years 2004 and 2005) were 89% and 72.2% respectively. The PET estimated for the hydrologic year 2005–06 was 1479 mm (FAO, Penman–Monteith). The average wet season (June–August) PET for the years 2004 and 2005 was 309 mm (low for reasons stated earlier) and for the early dry season period (September–December), the PET (FAO, Penman–Monteith method) for the same years was 579 mm. The mean daily temperature for the year 2005–06 was 27.4 °C and the maximum and minimum daily temperature recorded was 37.5 °C and 15.9 °C respectively.
The Malnaad recorded an annual rainfall of 2724 mm during the 2004–2005 hydrologic year. The average rainfall during the wet season (June–September) and early part of the dry season (October–December) in 2004 was 2514 and 79 mm respectively and in 2005, 3392 and 140 mm respectively. The average daily relative humidity for the period 2005–2006 was 88.1%, and wet and dry season average for the years 2005 and 2006 were 93% and 89% respectively. The average of annual PET using the Turc method, for the hydrologic years 2004–2005 and 2005–2006 was 1560 mm. The wet season average PET for the years 2004, 2005 and 2006 was 401 mm and early dry season period (October–December) average was 412 mm. The mean daily temperature for 2004–05 was 24.8°C, and the maximum and minimum daily temperatures were 40°C and 11°C, respectively.

For both the Coastal and Malnaad, it is important to note that these PET estimates for the wet season on a daily basis are more than double the daily AET cited by Ledger (1975) that will be used later in the F-G analysis. This supports the assumption that estimated PET used in the study is well above forest AET in the wet-season. The annual PET estimated for the sites are 1479–1560 mm, just above or close to the maximum measured ET of tropical rain forests (as reviewed in Kume et al., 2011). Thus we are confident of using our reference PET as the upper bound of actual forest ET in general and especially in the wet-season.

5.2. Basin area and flow

Fig. 3 shows the annual water yield as a percentage of annual rainfall for the three years 2003–2005, incl. It is evident that the basin area is not a major factor influencing the water yield. On the other hand over the same period, the impact of land cover is as much stronger driver as shown in Fig. 4.

5.3. Flow duration curves

As shown in Fig. 5, overall at both the Coastal and Malnaad (Kodigibail, Vajagar) sites, the NF sustains a higher proportion of low flows (depth units) and the most sustained and longer flowing is NF, Coastal (see also Table 4). These low flows also occupy a large proportion of total Q, consistent with observations of Roa-García et al. (2011). Flows below 20 mm day⁻¹ in the Coastal, 40 mm day⁻¹ in Kodigibail and 80 mm day⁻¹ at Vajagar are largely confined to the forest and thus are the approximate thresholds for departure of the forest from the other land-covers. However in the Malnaad sites, NF does not necessarily maintain the lowest flow in mm and neither is it the longest flowing after the monsoon in a consistent manner (Fig. 5 and Table 4).

In the Coastal area flows below 0.5 mm day⁻¹ are non-existent in the non-natural forest land-covers (AC, DF) sites whereas the forest sustains flows as low as 0.01 mm day⁻¹. Most of the stream discharge is associated with storm events in AC and DF coupled with the more flashy nature of the hydrograph responses and the very low Q in between storms (as reported in Krishnaswamy et al., 2012). In combination, the latter results in a FDC biased towards the <20% of flow spectrum.

Moreover despite differences in soil type at Vajagar, the trends between NF and DF are the same as described above. On the other hand when concerning the DF basin, the flows are sustained longer within this Vajagar basin when compared to this same land cover at Kodigibail and the Coastal site. These results indicate then the importance of differences in soil hydraulic properties (e.g., $K_f$, Bonell et al., 2010) between soil groups as well as basin size but with land-cover playing the dominant role. Overall, the FDC and the duration of flow beyond the monsoon suggests that the Coastal site is most representative of the infiltration-evapotranspiration trade-off hypothesis.
5.4. The Furey–Gupta filter analysis

It is encouraging that the rank order of the C2 coefficients (evapotranspiration plus some changes in storage), is in line with what would be expected, with the NF having the highest value (0.69) (Table 3). This Table 3 and Fig. 6 also show that the mean C1 is very low (0.0067) under the Natural Forest and the highest under the Degraded Forest (0.21). The Acacia plantation also has a C1 value much closer to the DF1 basin with a mean of 0.10. Moreover in line with the findings of Furey and Gupta (2001) the variability (as shown by the standard deviation) in the mean C1 estimates remain high, most notably under the Natural Forest. The trend in these C1 estimates is what would be expected from with the previous hydraulic conductivity survey, that is, a greater frequency of overland flow in both the DF1 and AC1 basins (Bonell et al., 2010). Moreover this result is also in line with the higher $Q_{up}/Q$ (total flow) ratios from specific events, as determined from HYDSTRA, for the DF1 and AC1 (Krishnaswamy et al., 2012).

On the other hand, the median C3 (recharge to groundwater) was higher under DF1 and AC1 when compared to natural forest which is a surprising result. The box plots however show that there is a greater variability in C3 from storm to storm for DF1 and AC1 when compared to the Natural Forest. Thus despite the larger means and medians associated with the latter two basins, such variability implies that groundwater recharge is inconsistent and more variable, especially under degraded forest. Furthermore as C2 may include some temporary storage over shorter periods of time, it is likely to suppress somewhat the values of C3, especially for the less-disturbed forest catchment. The lower variability in C3 for NF1 suggests that this land cover has the most stable groundwater recharge mechanism. Such consistency in groundwater recharge may partly due the higher surface $K_{fs}$ being receptive to higher infiltration in the Forest when compared to the other land covers. Further the duration of streamflow continued the longest within the Coastal forest after the summer monsoon had terminated, as indicated by the flow duration curves (Fig. 5), which favours the notion of a larger subsurface water storage capacity beneath the Forest. The latter would sustain AET and contribute towards the highest C2 value being associated with the NF1. In addition, the C3/C1 ratios are very similar for the degraded forest and the Acacia plantation with a low IQR (Table 3). These results are encouraging as they suggest a similar hydrogeology, hydro-pedology and climatic environment (Furey and Gupta, 2001). Conversely, the Forest is radically different with a C3/C1 ratio and an associated IQR that are two orders of magnitude higher.

Furthermore, the Natural Forest is also associated with the highest recession constant (0.98) and $Q_B$ (0.95) respectively which,

Fig. 5. The flow duration curves (FDC) of the Coastal and Up-Ghat basins. These are done on daily time-series data on a comparative basis across the land-cover types in each site using the entire period of record available and not including zero-flow values.

Fig. 6. The Furey Gupta filter coefficients, C1 (runoff) and C3 (recharge to ground-water), for the different land covers in the Coastal basins.
as one might expect, inferences higher recharge to groundwater. The low standard deviation (SD) for C3 for this basin also lends confidence to this interpretation. Further this basin has also the advantage of being larger in area (23 ha) for groundwater storage. Nonetheless the proportion of Q as Qa still remains at 0.55 or greater for DF1 and AC1 (Table 2), even after taking into account the larger SD in the C3 estimates and the basin areas (7 ha each) being smaller than the Forest. Such Qa results indicate that substantial groundwater recharge still occurs under these land covers despite the lower surface Ks.

However as the Forest is approximately three times larger in area when compared to the other two basins, the above conclusions about the relative role of land-cover needs to be made with some caution. Nonetheless all our analyses have been undertaken using depth units (mm) which takes care of some of the area effect and we are thus mostly attributing the differences in Qa to land-cover rather than basin area.

5.5. The wet season water balances

Table 4 indicates that the percentage of precipitation as recharge to groundwater is highest in the Forest basins, followed by Acacia and Degraded Forest. This trend is consistent between the Coastal and Malnad basins.

5.6. The water balance using the F–G C2 coefficient and Ledger (1975) AET estimates

Between 16 June and 26 July 2005, a total rainfall of 2181.6 mm was recorded and the respective total stream flows for NF1, AC1 and DF1 were 600.92 mm, 1073.89 mm and 1241.75 mm.

If the reference AET for the wet evergreen forest is taken as 1.5 mm d⁻¹ (Ledger, 1975) during the wet season, then the approximate AET over the 41 days period for the Forest (NF1) is 62 mm. Then applying Eqs. (3) and (4) provides the corresponding AET estimates for AC1 and DF1 (Table 5). Finally Table 5 shows the resultant water balance (using Eq. (2)) and the proportions of rainfall as recharge to groundwater. So the estimated rainfall as recharge over the 41 days in the Coastal basins is highest under Forest (69.63%), followed by Acacia (48.85%) and lowest under Degraded Forest (41.65%).

5.7. SWIM

Table 6 indicates that recharge to groundwater is also highest in the Forest (NF1), followed by Acacia and the Degraded Forest in the Coastal basin at an annual time scale. This agreement in rank order of recharge to groundwater, c.f., Tables 4 and 5, is despite the method being constrained by its one-dimensional assumption. The latter may also account for the radical differences in proportions of groundwater recharge when compared to the other approaches (Tables 4 and 5).

5.8. Soil water hydraulic potential profiles and the zero flux plane

The profiles of soil water hydraulic potential with depth are shown in Figs. 7 and 8 for respectively the three Coastal basins and Kodigibail (Sites 1–3 and 6–9 in Table 1). The following features are evident:

- The hydraulic potential through the dry-season is higher under the forest at Kodigibail when compared to all other land-covers and basins. Moreover, the hydraulic potential under the Kodigibail forest is consistently maintained at a higher level between 0.60 and 1.20 m depth throughout the dry-season.
- There is evidence of the development of a ZFP in all the land-covers. The ZFP is more pronounced at shallow depths (<0.5 m) but it can also be detected at some sites even at greater depths (>1.2 m), e.g., Kodigibail forest. This suggests that soil water is being extracted from at least two parts of the deep profile to meet transpiration demand and as acknowledged above, will affect both the AET and drainage estimates.
- Table 7 shows the estimates of evapotranspiration and drainage for the Coastal basins for the period mid-December 2005 – mid-March 2006 where the ZFP is more marked. Further Table 7 refers to ZFP evident between 0.45 and 0.60 m and does not take into account any weaker reversals in hydraulic potential gradients at greater depths. This period coincides with part of the dry season in the absence of any rainfall. The ZFP was located at 0.45 m for natural and degraded forest and 0.6 m for Acacia. The evapotranspiration above the ZFP during the above period was 24.08 mm for Natural Forest, 34.80 mm for Degraded Forest and 32.58 mm for Acacia. The drainage for the period was 98.02, 66.92, and 70.91 mm respectively for Natural Forest, Degraded Forest and Acacia catchments. As noted above, however, the deeper rooting patterns below the ZFP under the Natural Forest potentially introduces some unknown error into both the AET and drainage estimates.

Taking into account the above, two characteristics are evident. First, over this period the depths of the ZFPs are relatively fixed under all land covers and do not show temporal variability, and despite no rainfall occurring, and thus a simplified version of the ZFP Eq. (5) was used (i.e., the rainfall and the 3rd term to account for a variable ZFP were both zero in Khalil et al., 2003). Second, the amounts of evaporation over three months are very low across all land covers (<34 mm), but as expected the rank order is NF > AC > DF. Conversely, the amounts of drainage are at least double the amounts of evaporation. One can conclude from these results that Forest at least must be drawing on much deeper subsurface water (>1.5 m depth) to meet its transpiration
demands. Bourgeon (1989) recorded many roots in a soil pit in this region under evergreen forest up to 1.2 m and beyond. Our field observations of soil exposures in the vicinity of the experimental basins also suggest Natural Forest rooting depths extend beyond 2 m (Krishnaswamy et al., 2012). As noted above, Kallarackal and Somen (2008) reported that Acacia rooting patterns are mainly in the upper 1 m, and further suggest their inability to tap deeper groundwater. Thus it appears that the Natural Forest has the greatest ability to support higher transpiration rates in the dry-season using deeper sources of water.

5.9. Dry-season flow in the larger catchments

The time-series of dry-season flow in the basins 1–2 km² downstream of the smaller instrumented basins indicates that flow is sustained longer into the dry-season in the basin with the highest percentage forest cover, that is, the Vajagar (Fig. 9, Table 2). On the other hand, the basin with the lowest forest cover, namely Nirmandagi (NRM), ranks second in sustaining flow the longest into the dry season. Another interesting feature is that the Kodigibail basin terminates flow early in the record, despite having the

Table 7
Estimated evaporation and drainage in the coastal basins, December 2005–March 2006, using the zero flux plane method (ZFP stationary at 0.45 m depth for NF/DF and 0.60 m depth for AC).

<table>
<thead>
<tr>
<th>Catchment</th>
<th>Total depth (m)</th>
<th>ZFP depth (m)</th>
<th>January-06</th>
<th>February-06</th>
<th>March-06</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Evaporation (mm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degraded Forest</td>
<td>1.5</td>
<td>0.45</td>
<td>10.88</td>
<td>9.00</td>
<td>4.20</td>
<td>24.08</td>
</tr>
<tr>
<td>Forest</td>
<td>1.5</td>
<td>0.45</td>
<td>8.95</td>
<td>4.29</td>
<td>21.56</td>
<td>34.80</td>
</tr>
<tr>
<td>Acacia</td>
<td>1.5</td>
<td>0.60</td>
<td>8.16</td>
<td>7.68</td>
<td>16.74</td>
<td>32.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Drainage (mm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degraded Forest</td>
<td>1.5</td>
<td>0.45</td>
<td>61.38</td>
<td>18.92</td>
<td>17.72</td>
<td>98.02</td>
</tr>
<tr>
<td>Forest</td>
<td>1.5</td>
<td>0.45</td>
<td>14.85</td>
<td>36.12</td>
<td>15.95</td>
<td>66.92</td>
</tr>
<tr>
<td>Acacia</td>
<td>1.5</td>
<td>0.60</td>
<td>14.75</td>
<td>28.61</td>
<td>27.55</td>
<td>70.91</td>
</tr>
</tbody>
</table>
advantage of the being the largest in area. On this basis, it could be inferred that Natural Forest is most influential on dry season flow when its areal coverage is very high.

6. Discussion

6.1 Groundwater recharge and the role of groundwater – a missing link

The independent results from the different water balance analyses suggest that groundwater recharge is substantial under all three ecosystems during the wet-season, and is the highest under Forest (46.2–69.6%), and is considerably lower under Acacia (39.4–56.4%) and Degraded Forests (13.9–44.6%). The main control on the amount of recharge in these high rainfall areas in the Western Ghats during the monsoon is not the amount of actual evapotranspiration (AET) (which is very limited by climatic conditions in the wet-season in all the three ecosystems) but by the soil hydraulic conductivity and the resultant partitioning of rainfall into quickflow, baseflow (delayed flow) and deep-percolation (see also Krishnaswamy et al., 2012). Moreover if one uses the Natural Forest cover over both the Laterites (EutricNitosols and Acrisols) and Red soils (EutricNitosols) as a baseline, the Ks can be used as an indicator of the degree of degradation. It was reported (Bonell et al., 2010; Krishnaswamy et al., 2012) that the Degraded Forest and the Acacia plantations have up an order of magnitude decline in Ks at the surface as result of human impacts at decadal to century time scales. Nonetheless these results indicate that significant groundwater recharge seems to continue even under these more human – impacted land covers (AC, DF), despite some re-direction of rainfall as overland flow in response to land degradation. The recharge process is nonetheless suggested to be complex, as indicated by the Furey–Gupta results when concerning the C3 coefficient. In that regard the larger inter-quartile variability shown in the C3 box plots for the more disturbed land covers (Degraded Forest, Acacia) as against those of the Natural Forest is critical. Such variability could be attributed to temporal changes of within – storm rain intensities. When the rain intensities are below the surface Ks threshold for overland flow to occur, recharge dominates. Above this threshold a greater proportion of rain is re-directed laterally over the surface as overland flow and a lesser proportion is available for groundwater recharge. The negligible role of C1 for the Forest in conjunction with the low inter-quartile variability in the box plots for C3 indicates that groundwater recharge is more consistent under this land cover.

Furthermore the subsoil Ks (geometric means ~10–20 mm h–1) for all three Coastal basins are comparatively permeable down to 1.50 m depth when compared to other Laterite sites in the region (Bonell et al., 2010). These sub-soils are also more permeable than reports from other rainforest studies with ‘Acrisol-type’ soils in Australia (Bonell et al., 1981, 1998) and Peru (Elsenbeer and Lack, 1996) where the geometric mean Ks are respectively one and two orders of magnitude lower than in the current study. Thus percolation to groundwater beneath both the DF1 and AC1 land basins would not be impeded, once rainwater entry through the lower surface Ks had occurred. Thus recharge to groundwater can be maintained despite a reduction in surface Ks in the two disturbed land covers. Under the Forest, the percolated water can still be intercepted for transpiration or storage (Fig. 9) and thus less is available for recharge for many events in spite of much higher infiltration. However the Forest has emerged as the most stable and consistent land cover to act as a “recharger” of groundwater. The latter is also reflected by the flow duration curves (FDC) where low flows occupy a much greater proportion of total flow from the Forest, when compared to the other land covers. Moreover such low flows are shown to be sustained for a longer period of time, especially in the Coastal region.

The preceding key attributes of the Forest (also previously noted by Roa-Garcia et al., 2011) have important implications when concerning “provisioning” ecosystem services (MA, 2005) linked with a more reliable community water supply to downstream communities and agro-ecosystems such as Arecanut, home gardens and Paddy-rice. This work has shown that one cannot focus entirely on the surface hydrology to explain the impacts of land cover change. All our analyses based on different approaches have highlighted the importance of subsurface pathways and subsurface water bodies (including possibly deep groundwater) as contributing sources to streamflow. Thus at such small basin scales, in addition to surface changes in Ks affecting stormflow pathways, runoff can also be affected by subtle differences in the hydrogeology by way of the jointing and fracturing within the underlying parent rock (as mentioned in CGB, 2008). Consequently, this work highlights the importance and the need for detailed knowledge not only on the evapotranspiration component of the water balance but also on the hydrogeology within the forest-land cover change debate – an issue commonly not strongly highlighted in the forest hydrology literature (e.g., Scott et al., 2004; Bruijnzeel, 2004). Consequently, there is a need for caution when attributing differences in the rainfall–runoff response to land cover change impacts on surface Ks per se and that applies to the present study.

The higher and consistent recharge under natural forest at smaller spatial scales leads to longer dry-season flows in basins downstream as supported from measurements of dry-season flow in downstream basins of 1–2 km². For the specific examples used here only such conclusions apply where forest cover exceeds 60% of basin area. However in the absence of other replication studies in the Western Ghats such a figure cannot be taken as universal. Nonetheless qualitative observations on the duration of stream flow within higher order stream networks downstream during the study also suggested that substantial recharge occurs in less disturbed catchments. Thus dry-season flows in these less disturbed basins are more sustained within the long dry season. Elsewhere James et al. (2000) also reported similar characteristics from a comparative, small catchment study (0.15–2.95 km²) within the Western Ghats of Kerala. The densely forested basins produced streamflow ranging from 24.2 to 32.8 mm/unit area in contrast to 1.6–6.4 mm/unit area in “partially exploited” basins and 0 mm/unit area from “fully exploited” basins during the January–May period (James et al., 2000).
The importance of groundwater is also suggested by the ZFP results. Despite potential violation of one ZFP method assumption (viz, soil water extraction by roots is mostly confined to above the zero flux plane in the Natural Forest), nonetheless only very small amounts of soil water (<35 mm) in the top 1.5 m of the soil profiles are suggested as contributing towards AET during the protracted dry season. Such small amounts of soil water use must be made up by much larger contributions from deeper groundwater to meet transpiration-physiological demands notably beneath the forest. Some support for the latter comes from the previously mentioned study in the Kodigibail basins by Venkatesh et al. (2011). These writers reported that the use of soil moisture for physiological activities in the Acacia and Degraded Forest was mostly confined to the upper layer (up to 0.50 m depth) due to the shallow nature of the rooting systems, notably beneath the Acacia (Kallarakal and Somen, 2008). Further the upper layer is also more favoured as a soil water source for physiological activities, especially during the early part of the post monsoon season when water is freely available (Kallarakal and Somen, 2008). Furthermore, the maintenance of high soil water hydraulic potentials throughout the dry-season beneath the Kodigibail forest is also interesting. This could be potential evidence of hydraulic redistribution of moisture from deeper to shallower soil by tree-roots, as reported by Prieto et al., (2012), and the process merits a deeper study.

6.2. The ‘infiltration-evapotranspiration trade-off’ hypothesis: a perspective from this study

In the model simulations of Van der Weert, 1994, (reviewed in Bruijnzeel, 2004), the indications were that delayed flow would not be affected if the ‘surface runoff coefficients’ (i.e. infiltration-excess overland flow) remain below 15% of rainfall. If the latter however, attains 40% then delayed flow (dry season flow) would be halved (Bruijnzeel, 2004). When concerning the heavily-impacted Coastal basins, the estimated overland flow from the F–G analyses (C1 coefficient, max 0.21) lies in-between these 15% and 40% limits, as mentioned by Bruijnzeel (2004).

This analysis however does indicate aspects which support the ‘infiltration-evapotranspiration trade-off’ hypothesis. These include the following points:

- From the F–G analysis, there is a reduction in delayed flow of 40% between the Forest and the degraded forest, and conversely an increase in $Q_F$ of 40%.
- Groundwater recharge is the highest for the Forest (natural forest, NF1), followed by AC1 (Acacia auriculiformis plantation) and lowest for DF1 (degraded forest) using three independent techniques to estimate the water-balance
- A comparison of the frequency distribution curves (FDC) across land covers also suggests less groundwater recharge and baseflow within the disturbed land covers and a greater potential for infiltration-excess-overland flow. Thus in the more disturbed land covers (DF, AC), the occurrence of sustained low flows do not occur in contrast to the Forest FDC.
- Elsewhere (Krishnaswamy et al., 2012) it was noted that there is a shift from long to the shorter time lags in rainfall-runoff when comparing the Natural Forest with the AC and DF land covers for specific rain events. Such changes infer reduced infiltration and an ‘apparent’ transformation from a previously dominant and slower stormflow pathway emanating from subsurface sources towards a more rapid surface pathway. This aspect supports the earlier conclusions from the soil hydraulic conductivity survey (Bonell et al., 2010).

The data from Krishnaswamy et al. (2012) clearly indicates that annual recharge from natural forests can range from 259 mm (rainfall 2252 mm) to nearly 1000 mm when the rainfall is over 4000 mm. On the other hand, there is also evidence that recharge to deeper soil water and groundwater stores still remains significant under all three ecosystems, including the Degraded Forest and the Acacia plantation. The latter are contrary to what might be expected for the ‘degraded scenario’ of the ‘infiltration-evapotranspiration trade-off’ hypothesis (Bruijnzeel, 2004). In terms of this extra recharge not being reflected in the rain-runoff totals, this paradox may be explained by scale. One is dealing here with very small headwater basins. Thus there remains the strong possibility that some of the recharge in the monsoon maybe contributing to a much deeper, regional groundwater flow and storage in the ecosystem that extends well beyond the topographic boundaries of these small basins, as supported by perennial or longer duration flows in higher order catchments downstream that supply water to downstream agro-ecosystems (Fig. 9). Thus such regional groundwater sustains vegetation water use and other ecosystem services in the dry season.

A principal message from this study is that to make significant progress in the humid tropics on this land cover change – hydrological impacts issue, such basin studies need to be coupled with parallel, hydrogeology, soil moisture and eco-physiological investigations. Further such studies ideally should be undertaken at larger scales subject to the constraint of land cover fragmentation.

6.2.1. Infiltration-evapotranspiration trade-off: a dynamic process?

The ‘infiltration-evapotranspiration trade-off’ conditions are not static for an ecosystem but are a dynamic function of its evolving biomass and structure and the prevailing land-use, all of which influences at any time the infiltration characteristics in relation to the prevalent rainfall regime as well as its evapotranspiration levels (Fig. 10). Our study shows that these conditions can change from storm to storm within a monsoonal season as well as across monsoon seasons (Krishnaswamy et al., 2012). In addition, climate change is likely to further increase the frequency of higher intensity rainfall in the Western Ghats and other parts of India (Rakhecha and Soman, 1994; Lal et al., 2001; Goswami et al., 2006 and Pattanaik and Rajeevan, 2010). This scenario suggests that many ecosystems which are currently just above or at the threshold of the “infiltration-evapotranspiration trade-off” levels of $K_F$ will be tipped over to a condition that enhances overland flow at the expense of deep percolation. Furthermore certain soil types and land-covers are particularly sensitive to overland flow occurrence (Bonell et al., 2010). We illustrate the trajectory of forest degradation and land-use and land-cover change in relation to the “infiltration evapotranspiration trade-off” hypothesis and changes in the rainfall intensity regimes using a conceptual diagram, as shown in Fig. 10, which is based on insights gained from this study. As an example, converting natural forest into other categories implies changes in both infiltration characteristics and evapotranspiration, and in the case of tree-plantations it would be a function of tree-density and age. Grazing may further reduce infiltration compared to well-maintained grassland. We further note that natural forest may be able to cope with increased rain intensities in the future compared to the other land-cover types. The overall impact of these various trajectories on hydrologic functions and services is also scale dependant as mentioned earlier.

6.3. Infiltration-evapotranspiration trade off: some implications for forest ecosystem restoration and services

A fundamental message of the work is the need to protect and safeguard the natural forests in headwater areas. Such steps are
critical in ensuring that low flows are sustained during the long dry season and thus allow the natural forests to maintain low flows as key “provisioning” ecosystem services (MA, 2005) linked with a more reliable community water supply. It is also evident that the time to recover anywhere close to the natural forest hydrological characteristics (i.e., water balance, FDC) by way of forestation using Acacia may take several decades, or if not at all. The latter is because monocultures for example do not encourage the same diversity of soil biology and ecology (and thus enhanced macro-porosity and resulting effects on infiltration) (Rossi and Blanchart, 2005; Bonell et al., 2010). Despite the paucity of direct measurements of AET of Acacia sp. /Eucalyptus sp under humid tropic conditions, the AET of the young and vigorously growing plantations will also possibly be higher than the Natural Forest on the basis of work elsewhere (see review of Scott et al., 2004).

Overall, the management of ecosystems in the Western Ghats needs to take into account the possibility of shifts in hydrologic pathways in the future (Fig. 10) and to local and downstream ecosystem services, such as baseflow of rivers sustaining coastal ecosystems and livelihoods. Furthermore, the planned reforestation and restoration of 6 Million hectares by the Government of India under the Green India Mission initiative (http://www.pib.nic.in/release/release.asp?relid=36449) needs to consider the consequences for hydrologic services under different hydro-climatic conditions. The remarks of Chazdon (2008) that when concerning approaches to restoring forest ecosystems, these “depend strongly on levels of forest and soil degradation, residual vegetation, and desired restoration outcomes” also apply to the hydrologic consequences of such impacts, as highlighted in this work. This study has revealed the potential of certain tropical landscapes characterized by a combination of geo-physical, bio-physical and land-use history to respond hydrologically to forest use, degradation and reforestation in support of the “infiltration-evapotranspiration trade-off” hypothesis. The positive role of upstream natural forest in recharging groundwater in the monsoon for downstream sustenance of communities and ecosystems in the Western Ghats is suggested. The implications of these findings, however, remain preliminary. The nature of land cover fragmentation has been a severe constraint in terms of confining such basins studies to comparatively small scales. The critical issue of ‘upscale’ results from this type of work still remains a global challenge if it is to realise the objective of comprehensively contributing towards a hydrological basis linked with “provisioning” ecosystem services (Costa et al., 2003; Bruijnzeel, 2004; D’Almeida et al., 2007; MA, 2005; Elmqvist et al., 2010; Rodriguez et al., 2010).

7. Conclusions
Through the use of various analytical techniques, the work established some support for the infiltration-evapotranspiration ‘trade-off’ hypothesis up to basin scales of ~2 km². Conclusions

Fig. 10. A conceptual diagram of the Evapotranspiration-infiltration ‘trade-off’ as applicable to the study sites and also linked with the hypothesis of Bruijnzeel (1989, 2004). For example conversion of natural forest (1) to over-grazed grassland (3) will reduce both evapotranspiration and infiltration considerably, whereas some young, fast-growing plantations of high density (6d) may match the natural forest (1) in evapotranspiration but will have reduced infiltration. If rainfall intensity exceeds the infiltration the land-cover types are prone to infiltration-excess over-run-off and recharge to ground-water will decrease. Under climate change, increase in rainfall intensities will enhance this vulnerability, with consequent changes to hydrologic services.
from the small basin studies (<23 ha) which can be grouped under 1–4 are as follows:

- The frequency–duration–curves (FDC) of streamflow showed the existence of much longer durations of low flows from Forest in contrast to the Acacia and Degraded Forest. These low flows also occupy a large proportion of total Q. Flows below 20 mm day$^{-1}$ in the Coastal, 40 mm day$^{-1}$ in Kodigibail and 80 mm day$^{-1}$ at Vajgar are the approximate thresholds for departure of the Forest from the other land-covers. In contrast, most of the stream discharge emerging from the Acacia and Degraded Forest is associated with storm events coupled with the more flashy nature of the hydrograph responses and very low Q in between storms (as reported in Krishnaswamy et al., 2012). In combination, the latter two factors results in a FDC biased towards the ≤20% of the flow spectrum.

- The above flashy nature of hydrograph responses is reflected in higher C1 estimates (overland flow) for the Acacia and Degraded Forest basins based on the Furey–Gupta analysis. Such findings are in line with the previous hydraulic conductivity survey that inferred a greater frequency of infiltration-excess overland flow within these land covers (Bonell et al., 2010). Moreover this result is also in line with the earlier reports of higher Quickflow ($Q_1$)/total storm ($Q$) ratios based on hydrographs for specific events for the Degraded Forest and Acacia (as described by Krishnaswamy et al., 2012). Thus the Acacia auriculiformis plantations still retains a ‘memory’ of the storm hydrograph characteristics described above for the Degraded Forest.

- The independent results from the application of three different water balance approaches, which included the use of two modeling techniques (Furey –Gupta, SWIM), all suggest a consistent ranking in priority of groundwater recharge, viz, Forest > Acacia > Degraded Forest. In terms of percentage of rainfall as groundwater recharge however there is some variation, partly due to the assumptions in the methods adopted. Thus for Forest the percentage of rainfall as groundwater recharge ranged from 46.2% to 69.6%, under Acacia (39.4–56.4%) and Degraded Forests (13.9–44.6%). Nonetheless overall, groundwater recharge is substantial under all three ecosystems in the wet-season and is attributed to the specific caveat of soils and hydrogeology found in this environment namely the comparatively high subsoil hydraulic conductivities (Bonell et al., 2010) as well as the nature of the hydrogeology (i.e., fractured rock aquifers). Once rainwater penetrates the surface soil layers of lower permeability in the disturbed land covers, substantial recharge to groundwater can occur. Not all this recharge however becomes streamflow within the headwater experimental basins (which are intermittent), but instead it is considered to emerge downstream in higher-order sub-basins from regional groundwater (point 5 below).

- The zero flux plane analysis highlighted the very low amounts of soil water (<34 mm) from the top 1.5 m layer across all land covers which were able to service the needs of transpiration and other physiological activities during the dry season. It is suggested that deeper subsurface water sources (deeper soil moisture and groundwater) must compensate for such low amounts in the shallow surface layers. Such findings highlight the importance and need of hydrogeology knowledge which is commonly not mentioned in the context of the infiltration-evapotranspiration ‘trade-off’ hypothesis.

- Finally at the ~2 km$^2$ basin scale, there is a suggestion of low flows being sustained into the dry season even where the Forest cover exceeds 60% of basin area, thus providing further support for the trade-off hypothesis. Further replications of other similar work are still required in order to derive a more regional feature for the Western Ghats.
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1. Introduction

Watershed development (WSD) in India is largely governed by a set of guidelines released by the Ministry of Rural Development that are revised regularly, the latest revision being in 2008. Successive guidelines have used a remarkably consistent set of implementation arrangements and criteria through which areas are selected for restoration [Bhalla et al., 2011]. WSD is an important component of India’s poverty alleviation and rural development efforts with livelihoods being considered a “core objective” [Joshi, 2006]. Restoration activities recommended by the guidelines are designed to generate local employment. They target recharge of aquifers, afforestation of catchment areas, rain water harvesting for increasing soil moisture and irrigation, stabilization of slopes, sediment retention, and revegetation of degraded lands [Government of India, 2008]. These activities often result in obstruction of natural flows and increasing evapotranspiration [Batchelor et al., 2003; Calder et al., 2008].

WSD elsewhere, particularly in North America, differs in being largely concerned with meeting water quality standards and protecting water resources. In this respect the western version of WSD is centered on restoration of watershed function [Cairns, 1989]. Much literature on watershed restoration is therefore related to hydraulic function and processes, covering transport of sediments [Anbu-mozhi et al., 2005; Behera and Panda, 2006; Fowler and Heady, 1981; Tripathi et al., 2003], nutrients and pollutants [Callum et al., 2006], and impacts of land use changes on stream flow and ground water recharge [Allan, 2004; Bonell et al., 2010; Bruijnzeel, 2004; Cao et al., 2009; Randhir and Hawes, 2009; Scanlon et al., 2007]. Geographic information system (GIS) and remote sensing applications have been used extensively in hydrological modeling [Setegn et al., 2008; Tobin and Bennett, 2009] with examples from India as well [Gosain and Rao, 2004; Gosain et al., 2006; Jain et al., 2000; Rao et al., 1991; Rao and Kumar, 2004], albeit with some limitations [Madon and Sahay, 1997].

Comprehensive datasets to facilitate scientific management and long-term monitoring of watershed restoration are increasing in number [Frissell and Ralph, 1998]. This has led to studies where analysis has been undertaken with the broad objective of “preserving ecosystem integrity while maintaining sustainable benefits for human populations” [Montgomery et al., 1995]. This approach to WSD moves from treating symptoms to treating causal processes that operate at landscape scales. Various authors have highlighted the advantage of watershed level restoration as opposed to microwaterwatersheds [Frissell and Ralph, 1998; 2000].
Kerr, 2007; Wohl et al., 2005] however, the latter remains a norm in India.

[5] Stakeholder-based collaborative watershed management has become part of national policy in many countries. This includes Australia and North America [Curtis et al., 2005; Ferreyra and Beard, 2007] and more recently in Europe under the European Union (EU) Water Framework Directive [Bruen, 2008]. The Indian policy for watershed management took a similar route since the Hanumantha Rao Committee report in 1994 [Government of India, 1994]. However, there is a fundamental difference. In the west, stakeholders operate at a policy level leaving the implementation to technical teams. In India, stakeholders are expected to act as implementers while policy decisions are left to experts.

[6] The dependence of rural poor on natural resources is well documented internationally [Bruce and Mearns, 2002; Jodha, 1995; Milleen Ecosystem Assessment, 2005; World Resources Institute, 2005]. This is the basic premise for linking WSD and poverty alleviation. The latest set of guidelines emphasizes increased returns from natural resources through interventions in areas that have higher productivity potential [Wani et al., 2006]. The National Rainfed Area Authority has been created as a crucial component of the new watershed policy. There are some reservations to this approach [Reddy et al., 2004; Reddy, 2006] and the association made between WSD and increased agricultural productivity [Hope, 2007; Turton et al., 1998].

Studies on WHD programs in India have raised a number of fundamental concerns that contribute to their poor performance. These include iniquitous sharing of benefits [Kerr, 2002; Kerr et al., 2002], overemphasis on institutional aspects at the expense of application of appropriate technology [Vaidyanathan, 2006], contradictions in management and restoration that arise from different scales at which optimal interventions can be made [Kerr, 2007], failure to address functional aspects of watershed restoration [Joy et al., 2006], inconsistencies in criteria used to select microwatersheds for treatment [Bhalia et al., 2011], and added cost and liability due to overreliance on nongovernment organizations [Chandrashekar, 2005; Deshpande, 2008].

[7] The primary objective of this paper is to determine whether India’s WSD programs have succeeded in their major premise of increasing primary productivity.

2. Material and Methods

2.1. Hypothesis

[8] We tested the above premise of WSD, namely—that it leads to higher productivity. We adopted an approach based on remote sensing and a spatially explicit all India data set on completed watershed projects. Normalized difference vegetation index (NDVI) in treated, and adjacent, untreated microwatersheds were compared before and after restoration (Figure 1). The NDVI provides a robust index of productivity as it measures chlorophyll content on a scale from −1 to 1. It is calculated using the formula

$$\text{NDVI} = \frac{(\text{NIR} - \text{Red})}{(\text{NIR} + \text{Red})}$$

where NIR is the near infrared band and red corresponds to the red band in the image. It has been used in studies on net primary productivity [Matsuhiha and Tamura, 2002] and related ecosystem and hydrological services [Krishnaswamy et al., 2009] extensively across the world (see Pettorelli et al., 2005 for a brief glossary). NDVI values have also been used extensively for land cover mapping. Various studies have deduced values corresponding to thick vegetation, scrub, barren soils, and water bodies and moist soils.

[9] Successful WHD projects are expected to result in an increase in biomass (grazing lands, fuel, fodder, tree cover), agricultural productivity, reduced soil erosion, increased soil moisture, and increased ground water recharge [Government of India, 2006]. All these positively influence vegetative cover, albeit, there can be seasonal effects or lags. For instance, increasing groundwater recharge should lead to increasing NDVI as rising water table will improve tree growth as well as bringing shallow wells back into production for nonsurface supplies of water [Heuperman et al., 2002].

[10] NDVI data have been used for a range of land use/land cover change detection studies [Lunetta et al., 2006]. Our application, however, is simpler as it merely looks at whether NDVI has increased or decreased and the marked response of NDVI in vegetated as opposed to unvegetated areas is sufficiently sensitive for the purpose [Friedl et al., 2002]. We have dealt with seasonal aspects by using 16 day composites for four periods of the year and used the higher 250 m resolution images to ensure there were sufficient pixels per sampling unit, the microwatershed.

[11] We were faced with a rather daunting set of subhypotheses—there were 1025 prewatershed and postwatershed comparisons and 4839 pairs of treated and untreated microwatersheds in our data set. Each microwatershed contained hundreds to thousands of NDVI pixels. Within those comparison there was the issue of choice of a test statistic. The explicit hypothesis was that the posttreatment watershed would have greater productivity, and thus we initially used the greater than criterion as a baseline. The one-tailed criterion exacerbates the chance of finding significance where none really exists, so we also ran two-sided tests for all comparisons. The data regularly failed standard tests of normality, but not always. So we also used Wilcoson tests. Consistent results across the tests would confirm that the signal in the data was consistent, and inconsistent results would suggest that method might be driving the results.

[12] The following hypothesis was tested:

[13] 1. NDVI values for the treated microwatersheds would show a greater increase than the control microwatersheds, or $$\delta\text{NDVI}_{\text{treated}} < \delta\text{NDVI}_{\text{control}}$$ where $\delta\text{NDVI} = \text{NDVI}_{\text{post}} - \text{NDVI}_{\text{pre}}$.

[14] 2. The NDVI values of treated watersheds should not be significantly different from untreated watersheds before the treatment but should be higher than control watersheds after WSD, or

$$\begin{align*}
\text{i. NDVI}_{\text{treated}}(\text{pre}) & \sim \text{NDVI}_{\text{control}}(\text{pre}) \\
\text{ii. but NDVI}_{\text{treated}}(\text{post}) & < \text{NDVI}_{\text{control}}(\text{post})
\end{align*}$$

[15] 3. NDVI values of treated watersheds should be higher after treatment, but this should not be so for control watersheds, or

$$\begin{align*}
\text{i. NDVI}_{\text{treated}}(\text{pre}) & \sim \text{NDVI}_{\text{control}}(\text{post}) \\
\text{ii. but NDVI}_{\text{treated}}(\text{post}) & < \text{NDVI}_{\text{control}}(\text{post})
\end{align*}$$

2.2. Data Preparation

[20] The list of microwatersheds where work had been completed in the period between 31 December 2006 and 31
December 2010 was compiled from the watershed programs monitoring information system [Department of IT, Ministry of Communications and Information Technology, GOI, 2012]. We selected pairs of treated and neighboring untreated (control) microwatersheds to account for local variations. The analysis was grouped across administrative boundaries of states, catchment boundaries, ecological regions [Olson et al., 2001], and biogeographical zones [Rodgers and Panwar, 1988]. We thereby tried to capture any patterns that were on account of different state policies, watershed catchments, and ecological or climatic factors. To ensure that seasonal variations in NDVI were covered, we used images composites for the dates of 23 April, 29 August, and 19 December for the years 2006 and 2011. We used the minimum, maximum, and mean values of NDVI for all the data sets to ensure that aggregation of values did not bias the results. Only those microwatersheds that contained over 30 pixels were selected. Further, we removed all data sets where there were fewer than 30 pairs to ensure the statistical analysis was more reliable. We then categorized the NDVI values into four responses corresponding to water (NDVI<0), barren areas (0<NDVI ≤ 0.1), shrub and grassland (0.1<NDVI ≤ 0.3), and green vegetation and crops (NDVI>0.3) [Herring and Weier, 2000], and reran the analysis.

Microwatershed maps and administrative boundaries from the National Remote Sensing Center’s BHUVAN facility [NRSC/ISRO, 2011] were used along with MODIS/Terra Vegetation Indices 16-Day L3 Global 250m SIN Grid [NASA Land Processes Distributed Active Archive Center (LP DAAC), 2011]. These images are preprocessed and are suitable for analytical purposes. They have a range
of −2000 to 10,000 and can be rescaled to actual NDVI values by multiplying with a scale factor of 0.0001. A map showing some of the data sets is presented in Figure 1.

2.3. Analysis

Software used for the analysis included the PostGIS geospatial database system [Ramsey, 2005], the Geographical Resource Analysis and Support System [GRASS Development Team, 2008], and the R system for statistical computing with additional packages [Conway et al., 2012; Fox, 2005; R Development Core Team, 2008]. The steps involved in the analysis are provided in Figure 2, and the data and R script used for analysis are presented in the supporting information. The script loops through all the factors, namely states, biogeographical zones, ecoregions, and catchments and outputs the results to database tables. In addition, it tests for the two-sided, less and greater alternative of the paired and unpaired tests. This generated thousands of results (Table 1) and over 300 graphical outputs for each of the hypothesis and permutations of the options listed above. The script executes a number of SQL statements, and a compressed backup of the database has been included so the reader may validate the analysis and modify the queries.

3. Results

Figures 3–12 present a comparison of the $P$ values for the three hypothesis using a two-sided alternative for pairwise and unpaired comparisons of $t$ test and paired Wilcoxon tests (signed rank tests with and without continuity correction) and unpaired Wilcoxon rank sum test (equivalent to the Mann-Whitney test).

We summarized the results of all the tests by transforming the $P$ values using a log $(1/P – value)$ transform. This spreads out the values falling in the significant range.
Box plots of the P values were then plotted for the various hypothesis using the less alternative on the negative and greater alternative on the positive x axis. The region between the dashed lines indicates nonsignificant values at P = 0.05 (0.025 at either tail). Paired t tests and the signed rank test with continuity correction provided similar results while the other tests, namely, one sample t test, Wilcoxon signed rank test, and the rank-sum test with continuity correction showed varying results. Part of this is due to the effect of binning the data into responses, which resulted in ties that violate one of the assumptions of the Mann-Whitney test, i.e., the data should be continuous variables and therefore have no ties. Also, the paired Wilcoxon test depends on pairwise differences that are zero for some of the pairs, which invalidated some of the comparisons.

### 3.1. Do Treated Watersheds Show a Higher Positive Change in NDVI?

[25] Tests for difference in NDVI values before and after treatment (\(\Delta NDVI = NDVI_{\text{post}} - NDVI_{\text{pre}}\)) for control and treated watersheds showed that there was no significant difference for the majority of microwatersheds irrespective of grouping (Figure 3) or response (Figure 4).

### 3.2. Are Pretreatment NDVI Values for Treated/Control Watershed Any Different Than Posttreatment?

[26] Tests between control watersheds and treated watersheds in 2011 (posttreatment) and 2006 (pretreatment) are summarized in Figures 5–8. The differences between NDVI values prior to treatment of both the treated and non-treated watersheds were not significant for the bulk of the microwatersheds across both grouping (Figure 5) and after binning the NDVI into responses (Figure 6). A comparison of NDVI values of treated and control microwatersheds after the treatment period showed that the bulk of the values was nonsignificant across groups (Figure 7) and when binned into responses (Figure 8).

### 3.3. Are NDVI Values Higher Posttreatment for Treated but Not for Control Microwatersheds?

[27] Results for the third hypothesis are summarized in Figures 9–12. Most microwatersheds did not show a significant difference between 2006 and 2011, regardless of treatment. NDVI values of tests between control watersheds in 2006 and 2011 were expected not to be significantly different. This was the case regardless of whether the microwatersheds were grouped (Figure 9) or the NDVI values binned into response categories (Figure 10). On the other hand, the treated watersheds were expected to exhibit lower NDVI values in 2006 when compared to 2011. This was not the case either when NDVI values were tested across groups (Figure 11) or binned into responses (Figure 12).

### 3.4. Summary of Results

[28] The majority of comparisons showed that the differences between the combination of control and treatment and before and after were nonsignificant. Furthermore, many of the results showed a greater proportion of control or pretreatment responses had higher significance than treated microwatersheds or posttreatment microwatersheds (Table 1). In other words, there is no evidence that productivity of microwatersheds treated as part of WHD projects is greater than untreated regions nor has there been an increase in productivity of the same microwatersheds after WHD when compared to a period prior to treatment.

### 4. Discussion and Conclusions

[29] The poverty-alleviation centric approach to WSD in India would lead one to expect that performance of such projects is measured in enhanced delivery of ecological services, if hydrologic and ecological goals are more than nominal. Changes in hydrologic services associated with improved ecological function of watersheds are used to justify a number of large restoration programs. Such an approach cannot work in India as information required to measure changes in hydrological and ecosystem functions is severely lacking, both on a temporal and a spatial scale. Most online portals for India, which are expected to provide such information remain bereft of data and most agencies, still share their information through paper maps, and hydrological gaging stations are usually limited to dam and barrage sites on major rivers. The resolution of other datasets, such as meteorological measurements, soil, geology, land use, and topography, is insufficient for most models forcing researchers to interpolate or derive “reasonable” values through modeling routines provided by software. This diminishes the accuracy of model predictions and therefore renders them less useful for planners.

[30] Given these limitations, the easiest way to measure the success of interventions in watersheds is to determine their impacts on overall productivities rather than hydrological.

### Table 1. Summary of Results Showing Proportion of Significant and Nonsignificant Results for the Less and Greater Alternative at a P Value of 0.025 and 0.05 (Corresponding to 0.05 and 0.1 on a Two-Sided Alternative)

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Result</th>
<th>Number of P Values</th>
<th>P Value ≤ 0.025 (%)</th>
<th>P Value ≤ 0.05 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyp. 1: (\Delta NDVI_{\text{ctrl}} &lt; \Delta NDVI_{\text{treated}})</td>
<td>Raw NDVI</td>
<td>6370</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>where (\Delta NDVI = NDVI_{\text{post}} - NDVI_{\text{pre}})</td>
<td>Responses</td>
<td>1288</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Hyp. 2a: NDVI_{\text{ctrl(pret)}} &lt; NDVI_{\text{treated(post)}}</td>
<td>Raw NDVI</td>
<td>4947</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Responses</td>
<td>Responses</td>
<td>847</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Hyp. 2b: NDVI_{\text{ctrl(post)}} &lt; NDVI_{\text{treated(post)}}</td>
<td>Raw NDVI</td>
<td>6341</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Responses</td>
<td>Responses</td>
<td>1325</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Hyp. 3a: NDVI_{\text{ctrl(pret)}} &lt; NDVI_{\text{treated(post)}}</td>
<td>Raw NDVI</td>
<td>2958</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>Responses</td>
<td>Responses</td>
<td>1197</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>Hyp. 3b: NDVI_{\text{treated(pret)}} &lt; NDVI_{\text{treated(post)}}</td>
<td>Raw NDVI</td>
<td>2847</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>Responses</td>
<td>Responses</td>
<td>1097</td>
<td>3</td>
<td>17</td>
</tr>
</tbody>
</table>
Figure 3. Box plots of $P$ values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive $x$ axis. Regions outside the dashed lines are significant at $P = 0.05$. Hypothesis 1: $\delta $\text{NDVI}_{\text{ctrl}} < \delta $\text{NDVI}_{\text{treatment}} where $\delta $\text{NDVI} = \text{NDVI}_{\text{post}} - \text{NDVI}_{\text{pre}}$ on NDVI values. Most values lie between the dashed lines showing they were nonsignificant. Similar number of values lie on other sides of showing that the number of microwatersheds where NDVI values increased after treatment was similar to the numbers showing a significant decrease in NDVI.

Figure 4. Box plots of $P$ values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive $x$ axis. Regions outside the dashed lines are significant at $P = 0.05$. Hypothesis 1: $\delta $\text{NDVI}_{\text{ctrl}} < \delta $\text{NDVI}_{\text{treatment}} where $\delta $\text{NDVI} = \text{NDVI}_{\text{post}} - \text{NDVI}_{\text{pre}}$ on responses. Bulk of the values lies between the dashed lines indicating they are nonsignificant. Some microwatersheds show a significant decrease in vegetation and a significant increase in scrub.
Figure 5. Box plots of $P$ values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive $x$ axis. Regions outside the dashed lines are significant at $P = 0.05$. Results for hypothesis 2a: \( \text{NDVI}_{\text{ctrl (pre)}} \sim \text{NDVI}_{\text{treatment (pre)}} \) on NDVI values. A large number of points lie between the dashed lines showing there are no significant differences between the control and treatment prior to watershed restoration. Of the significant values, the majority lie to the left of the dashed line, indicating that some control microwatersheds had higher NDVI values prior to treatment.

Figure 6. Box plots of $P$ values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive $x$ axis. Regions outside the dashed lines are significant at $P = 0.05$. Results for hypothesis 2a: \( \text{NDVI}_{\text{ctrl (pre)}} \sim \text{NDVI}_{\text{treatment (pre)}} \) on responses. Most microwatersheds showed no significant difference in NDVI values between control and treatment prior to watershed activities. Among the significant values, a greater number of microwatersheds in the treatment group showed more vegetation prior to watershed restoration activities.
Figure 7. Box plots of $P$ values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive x axis. Regions outside the dashed lines are significant at $P = 0.05$. Results for testing hypothesis 2b: NDVI_{ctrl(post)} < NDVI_{treatment(post)} on NDVI values. Bulk of the values is not significant. Among the significant values, most lie to the left of the dashed line, indicating that control (untreated) microwatersheds showed a greater increase in NDVI than those that were treated under the watershed program. The results are very similar to those of microwatersheds prior to WHD.

Figure 8. Box plots of $P$ values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive x axis. Regions outside the dashed lines are significant at $P = 0.05$. Results for testing hypothesis 2b: NDVI_{ctrl(post)} < NDVI_{treatment(post)} on responses. Most treated microwatersheds do not show any significant difference after watershed restoration when compared to untreated (control) watersheds. Some however show that there is an increase in vegetative cover and scrub in the treated watersheds when compared to the untreated controls. The results are nearly identical to those prior to initiation of watershed restoration.
Figure 9. Box plots of \( P \) values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive \( x \) axis. Regions outside the dashed lines are significant at \( P = 0.05 \). Hypothesis 3a, \( \text{NDVI}_{\text{ctrl(Pre)}} \sim \text{NDVI}_{\text{ctrl(Post)}} \) on NDVI values. Results show that a similar number of points are significant as are nonsignificant. Also these points are equally spread out on the positive and negative \( x \) axis showing that the number of microwatersheds with significantly higher NDVI values in control areas were similar in 2006 and 2011.

Figure 10. Box plots of \( P \) values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive \( x \) axis. Regions outside the dashed lines are significant at \( P = 0.05 \). Hypothesis 3a, \( \text{NDVI}_{\text{ctrl(Pre)}} \sim \text{NDVI}_{\text{ctrl(Post)}} \) on responses. While most of the responses are nonsignificant, some control microwatersheds showed higher amounts of vegetation and less scrub in 2011 than in 2006.
Hypothesis 3b, \( \text{NDVI}_{\text{treatment (pre)}} < \text{NDVI}_{\text{treatment (post)}} \) on NDVI values. Results are very similar to Figure 9. A similar number of treated microwatersheds showed a significant increase in NDVI after treatment as the numbers show a significant decrease. Also a large proportion of microwatersheds showed no significant difference in NDVI before or after treatment.

Most treated microwatersheds showed no significant difference before or after restoration had taken place. Some however showed significant higher amounts of vegetation but less scrub.

Figure 11. Box plots of \( P \) values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive x axis. Regions outside the dashed lines are significant at \( P = 0.05 \). Hypothesis 3b, \( \text{NDVI}_{\text{treatment (pre)}} < \text{NDVI}_{\text{treatment (post)}} \) on NDVI values. Results are very similar to Figure 9. A similar number of treated microwatersheds showed a significant increase in NDVI after treatment as the numbers show a significant decrease. Also a large proportion of microwatersheds showed no significant difference in NDVI before or after treatment.

Figure 12. Box plots of \( P \) values for pairwise and unpaired tests using the less alternative on the negative and greater alternative on the positive x axis. Regions outside the dashed lines are significant at \( P = 0.05 \). Hypothesis 3b, \( \text{NDVI}_{\text{treatment (pre)}} < \text{NDVI}_{\text{treatment (post)}} \) on responses. Results were very similar to Figure 10. Most treated microwatersheds showed no significant difference before or after restoration had taken place. Some however showed significant higher amounts of vegetation but less scrub.
services. Measurements of NDVI values is an inexpensive and robust method. However, this too is limited by the resolution of the satellite imagery [Lunetta et al., 2006]. Further, the NDVI does not inform the user about causal factors behind increased productivities that would be revealed by finer grained data on a range of parameters.

[31] The period of the second set of images was selected so that there were two to five years for the treated areas to respond in terms of increased vegetation. Furthermore, we also compared treated and neighboring, untreated (control) watersheds in both 2006 and 2011. Therefore, cases where local conditions, such as poor rains, prevented or delayed a vegetative response to the treatment were accounted for. Comparisons between the cumulative NDVIs of before-after pairs or neighboring treated-untreated (control) pairs were not statistically significant. Paucity of data on completed watershed projects as well as imagery of sufficient resolution did not allow us to test over longer time periods.

[32] Our findings do however show that in terms of productivities, microwatersheds treated through these programs are indistinguishable from those that are not. This holds true across state boundaries, catchment areas, biogeographical zones, and ecological regions, ruling out the possibility of differential performance of the program across state policy, landscapes, and climatic conditions. Our analysis spans seasons and also accounts for local variations by comparing productivities of adjacent untreated microwatersheds. Thus, we conclude that watershed guidelines in India fail to deliver a mechanism to improve local productivities.

[33] In the present arrangement, areas selected for treatment are not watershed units but development units. The program is run more as a rural development initiative rather than a watershed restoration effort. Present institutional structures cater to local requirements, yet restoration work is required at watershed scales, with emphasis on restoration of watershed function. Lack of trained manpower coupled with high technical requirements, very low per hectare outlay, limited time frames for implementation coupled with long gestation periods for project outcomes are other major drawbacks of the program. Further, watershed services are typically low value and highly dispersed. The highest value service, water, is only available to land owners, making these programs inherently iniquitous.

[34] The preparation of watershed restoration plans requires a judicious mix of rural development goals that build upon hydrological and ecologically sound project design. This would change some of the major elements in the guidelines including selection of sites, training and capacity building of implementing agencies as well as the community-based organizations for planning, monitoring, and evaluation of project outcomes. Furthermore, improved hydrologic function will lead to increased ecological goods and services, better access to irrigation water, and increases in livelihoods leading to poverty alleviation. Poverty alleviation schemes are not as likely to irrigation water, and increases in livelihoods leading to poverty alleviation. Poverty alleviation schemes are not as likely likely to lead to increased hydrological function however. There are at least four preconditions to such an approach:

[35] 1. Data accessibility and availability—this refers to hydrological, meteorological, geomorphological, and landscape data at high spatial resolutions.

[36] 2. Standardized methods and techniques for measuring physical and socioeconomic parameters necessary to design and monitor restoration and management.
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Abstract The El Nino Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD) are widely recognized as major drivers of inter-annual variability of the Indian monsoon (IM) and extreme rainfall events (EREs). We assess the time-varying strength and non-linearity of these linkages using dynamic linear regression and Generalized Additive Models. Our results suggest that IOD has evolved independently of ENSO, with its influence on IM and EREs strengthening in recent decades when compared to ENSO, whose relationship with IM seems to be weakening and more uncertain. A unit change in IOD currently has a proportionately greater impact on IM. ENSO positively influences EREs only below a threshold of 100 mm day$^{-1}$. Furthermore, there is a non-linear and positive relationship between IOD and IM totals and the frequency of EREs (>100 mm day$^{-1}$). Improvements in modeling this complex system can enhance the forecasting accuracy of the IM and EREs.
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1 Introduction

The Indian monsoon (IM) and associated extreme daily rain events (EREs) have a major influence on the welfare of over 1.2 billion people (Gadgil and Kumar 2006; Ashfaq et al. 2009). Variability in the IM is known to be modulated by two ocean–atmosphere phenomena, El Nino–Southern Oscillation (ENSO) and the more recently described Indian Ocean Dipole (IOD; Saji et al. 1999; Ashok et al. 2004). The possible linkages between ENSO and IOD are also an active area of investigation (Wang and Wang 2014).

Earlier studies have shown a weakening ENSO–IM relationship in recent decades attributed to a warmer climate
null
the data determine the nature of the relationship between the response and the explanatory variables rather than assuming some form of parametric relationship (Yee and Mitchell 1991). Like GLMs, the ability of the method to handle non-linear data structures can aid in the development of models that better represent the underlying data, and hence increase our understanding of biophysical systems. GAMs have been widely used in a range of scientific domains to model non-linearity in regression type data (Lehmann et al. 2002). This provides a better fit to environmental, ecological or meteorological data when compared to linear models (Guisan et al. 2002; Pearce et al. 2011; Wang et al. 2012).

2 Data and methods

2.1 Data

Datasets used in the study included the following: (1) the homogeneous, area-weighted time-series of annual summer (Jun–Sep) monsoon rainfall totals (JJAS) for the period 1871–2011 (Parthasarathy et al. 1994); (2) summer NINO4 (sea surface temperature (SST) averaged over 160°E–150°W and 5°S–5°N) which is an ENSO index based on the Extended Reconstructed SST dataset (Smith et al. 2008; ERSSTv3b3); (3) the summer IOD index—difference in SST anomalies between the western (50°E–70°E and 10°S–10°N) and eastern (90°E–110°E and 10°S–0°S) tropical Indian Ocean (Saji et al. 1999), also computed using the ERSSTv3b3 (4) the summer El Niño Modoki Index (EMI; Ashok et al. 2007)—difference in SST anomalies over three regions (165°E–140°W and 10°S–10°N; 110°W–70°W and 15°S–5°N; 125°E–145°E and 10°S–20°N) computed using the ERSSTv3b3 (5) NINO4 and IOD indices from the Extended Kaplan SST (Kaplan et al. 1998) dataset and (6) daily gridded rainfall data over India for the period 1901–2004 (Rajeevan et al. 2006). From the latter, ERE frequencies—the number of days of rainfall exceeding a given threshold over all grids in India in each year—were determined. EREs are increasingly being defined in terms of their impacts in certain regions or under specific antecedent moisture conditions and the carrying capacity of the ecosystem rather than based only on absolute or relative values (Pielke and Downton 2000). For example, in the Himalayas, 25 mm day−1 is considered a critical threshold for the occurrence of major landslides once adequate antecedent moisture has accumulated (Gabet et al. 2004). Similarly, other global and regional studies, which define heavy and extreme precipitation for studying long-terms trends or impacts of climate change, have classified events of 25 mm day−1 as extreme events (Zhai et al. 2005; Hennessy et al. 1997; Groisman et al. 1999). In this work, the following exceedance thresholds were therefore selected: 25, 50, 100, 150 and 200 mm per day. The IM data was obtained from http://www.tropmet.res.in/and the indices from http://fredis.ldeo.columbia.edu/.

It is important to note that the NINO4 index was chosen based on recent results that showed this region in the equatorial Pacific to have a stronger teleconnection with the IM (Kumar et al. 2006; Rajagopalan and Molnar 2012). The sign of the index was reversed to give a positive correlation with IM rainfall for easier interpretation and comparison with influence of IOD, whose positive phase is associated with higher rainfall in IM. Positive values of the redefined NINO4 index thus correspond to the La Nina phase, which is associated with higher IM rainfall and potentially higher frequency of EREs and the lower negative end of the scale corresponds to the extreme El Nino phase.

3 Methods

3.1 Bayesian dynamic linear regression

In a traditional (or static) linear regression model, the regression coefficients estimated based on historical data do not change over time. In contrast, in dynamic linear models the regression coefficients such as intercepts and regression slopes can vary as a function of time, i.e. they allow us to capture the time-varying nature of the relationship. Dynamic linear models (Petris et al. 2009) consider a time series as the output of a dynamical system perturbed by random disturbances. This allows a robust quantification and elegant visualization of the changing influences of covariates. In Bayesian dynamic regression models (Harrison and West 1997; Petris et al. 2009), a type of dynamic state space model, regression coefficients are updated at each time step, conditional on available data and the model using Bayes theorem. The general form of the model is represented as

\[ Y_t = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \epsilon_t \]

where \( Y \) is the dependent variable (e.g., IM annual totals and square root of annual counts of EREs in this study) and \( X_1, X_2, \ldots \) are the independent variables (e.g., NINO4 and IOD in this study), \( t \) denotes the time (\( t = 1, 2, \ldots, N \)) and \( \beta_0, \beta_1, \beta_2, \ldots \) are the time varying intercept and slopes, respectively (i.e., regression coefficients). \( \epsilon_t \) is the noise or error distributed normally with a mean of 0 and variance \( \nu \), and can be obtained from the residual variance from the traditional regression model fitted to the data. The time-varying intercept represents the level at time \( t \) corresponding to the covariate model. Its time-trajectory constitutes an overall level/trend that can be interpreted as variability in the response variable that is not captured by the covariates.
alone. The trends in the time-varying slope can be directly interpreted as changes in the influence of that covariate on the response variable.

Equation 2 models the time varying regression coefficients—i.e., system dynamics. The parameter $W$ which controls the dynamics of the time-evolution of the regression coefficients is specified a priori by setting $W/V$, the signal to noise ratio. As $V$ is known (obtained from the residual error variance from a traditional regression), assuming the ratio $W/V$ specifies $W$—a conservative value of 0.1 is adopted in our study.

$$
\beta_0 = \beta_{0(t-1)} + w_t, \beta_1 = \beta_{1(t-1)} + w_t, \beta_2 = \beta_{2(t-1)} + w_t, \ldots, \text{where}
$$

$$w_t \approx N(0, W)$$

(2)

The posterior predictive distribution of model coefficients at each time $t$ is based on the distribution of coefficients from the previous time step $t-1$ (i.e., prior), and the probability of the data $Y_t$ conditional on the model parameters at time $t$, (i.e., likelihood) using Bayes theorem as:

$$P(\theta_t|Y_t) \propto P(Y_t|\theta_t)P(\theta_t|Y_{(t-1)})$$

(3)

where $\theta_t$ represents the vector containing the regression coefficients at time $t$.

At the start, the regression coefficients are estimated from a traditional static linear regression which provides the mean value and the variance of the coefficients with a normal distribution—i.e., $\theta_t \sim N(m_0, C_0)$ where $m_0$ and $C_0$ are the mean vector and the variance–covariance matrix of the regression parameters. Posterior distributions of parameters at any time $t$ can be obtained recursively using a Kalman filtering approach along with Markov chain Monte Carlo simulation approach. Bayesian confidence intervals can be generated from the posterior distributions. Here, we used the library dlm in R (Petris et al. 2009).

Although in this study we used a retrospective analysis, DLMs can also be used in forecasting and predictions at time $t + k$ using the regression models conditioning on information known up to a particular time period $t$.

One of the advantages of DLMs is that they offer a framework for prediction and forecasting as well, which a moving window correlation cannot. Their ability to have both time-varying intercept and slopes in the model makes it easier to attribute linkages of the response to not only the covariates but also to unmodeled factors. In addition, since a bayesian updating of model parameters evolves

**Fig. 1** Changes in the relationship between IOD and NINO4, and the relationships between these indices and the Indian monsoon over time. Each plot includes a regression parameter (intercept or slope; solid line) along with the 25th and 75th percentile credible interval lines (dotted lines) estimated using dynamic regression models. a Plot of the time-varying slope of the relationship between NINO4 and IOD, b Time varying intercept (monsoon level) for the regression of IM with NINO4 and IOD as co-variates, c Time-varying slope of the IM–NINO4 relationship, d Time varying slope of the IM–IOD relationship, and e plot of the estimated rainfall from the dynamic regression model (dotted blue line) and the observed rainfall (solid green line) over time. f Actual and estimated monsoon totals using the ordinary static regression model. g Actual and estimated monsoon totals using the dynamic regression model. p values for regression model f and g are less than 0.0001
through the time-series, the transition across major changes, whether abrupt or gradual is easily captured.

3.2 Generalized additive model (GAM)

Generalised Additive Models were used to detect nonlinearities that might be present in the relationship between covariates (NINO4 and IOD) and monsoon attributes (IM totals, annual frequency of EREs), which are typically hard to capture using traditional linear regression methods. The general form of these models used were:

\[ g(E(Y_i)) = \beta_0 + f_1(X_{i1}) + f_2(X_{i2}) \]  

(4)

The function \( g(.) \) is the link function. The functions \( f_i \) for each variable \( X_i \) used was nonparametric–splines, thus providing the ability to capture appropriate levels of nonlinearities in these variables. The smoothing function for each predictor is derived separately from the data and these are combined additively to generate the fitted values. The covariate range is covered using knots which define segments where the local spline functional form is fitted to define the response. In the case of \( Y \) being the monsoon totals, the covariates were the monsoon seasonal average NINO4 and IOD indices for each year and, we used the identity link and Gaussian distribution for the error. In the case of EREs the response variables, \( Y \), are the square transformed counts of monsoon seasonal EREs in each year at different exceedance thresholds and the covariates were the same as described above. However, the link function chosen was the log, the standard link function for Poisson distribution appropriate for count data, such as the case here. The difficulty in specifying a probability distribution for the response and error terms is overcome by the use of quasi-likelihood models where only a relationship between mean and variance is specified, and the variance or dispersion is derived from the data. Therefore GAM models are very flexible in accommodating different distributions within the same broad family (i.e. Poisson in the case of count data). The \( p \) values obtained from the GAM models are based on the chi square distribution. GAM models are very flexible in being able to accommodate a variety of non-linear shapes and thus are particularly suitable for studying teleconnections between ocean–atmosphere phenomena and climate as these are non-linear and complex (Hoerling et al. 1997).

The output of the GAM models included the fitted values obtained as the expected value of the counts using back-transformation using the link function. The fitted values can be plotted against the covariates and the uncertainty in the scatter quantified using non-parametric smoothing method using the qplot function in R. This enables the interpretation of the response variable in the original units. Uncertainty in fitted GAM models was assessed in two distinct ways: \( p \) values from the GAM models, as well as visual interpretation of standard error bands on the fitted values plotted against the individual covariate.

4 Results and discussion

We fitted a DLM to IOD with NINO4 as the covariate to investigate the changing relationship between these two indices. Results (Fig. 1a) show a generally negative slope suggesting that that the La Nina phase of NINO4 and the positive IOD positive do not co-occur. It also suggests that IOD’s correlation with NINO4 may be weakening in the last decade, indicated by the time-varying slopes tending towards zero. A DLM was fitted to IM as a function of NINO4 and IOD. The time varying intercept (or level) is shown in Fig. 1b, which shows multi-decadal variability with three peaks and troughs. Further, such variability is consistent with multi-decadal variability of the IM rainfall documented by others (e.g., Ummenhofer et al. 2011). The slope of IM–NINO4 shows a recent recovery from the decline from 1960s (Fig. 1c), but the most interesting and clear trend is in the IM–IOD slope which shows a consistent increase since the 1960s (Fig. 1d). Thus, a unit change in IOD is producing proportionately more impacts on the IM relative to earlier periods. Interestingly, the period since 1960s is also the period for which a reduced
Fig. 3 Time-varying influence of NINO4 and IOD on the annual counts of EREs (square root transformed) for the periods 1901–2004 at different daily exceedance thresholds (25, 50, 100, 150 and 200 mm). The time-varying level and regression slope coefficients are plotted (solid line) along with 25th and 75th intervals (dotted lines). The first column a–e plots the time-varying level or intercept. The third column f–j show the time-varying regression slope coefficient of ERE with NINO4, while the last column k–o shows the regression coefficient slope of ERE against IOD. Note the increasing influence of IOD in recent decades relative to earlier periods.
The monsoon-ENSO relationship was reported (Kumar et al. 1999). The mean estimates of IM from the dynamic regression model capture the observed variations in the IM quite well (Fig. 1e). Furthermore, this model outperforms traditional linear regression models (Fig. 1f, g). Additionally, the results were verified using the Kaplan SST dataset for NINO4 and IOD. We also used the NINO3 and EMI indices derived from ERSSTv3, to verify the increasing influence of IOD on the IM (Fig. 2). Despite some differences, the overall trends and patterns in results are robust over different SST sources and ENSO indices, suggesting the increasing influence of IOD on the IM.

A dynamic regression model was applied to ERE counts at various thresholds and the time varying coefficients are shown in Fig. 3. The time-varying regression intercept (Fig. 3a–e) indicates multi-decadal variability and highlights an overall increasing trend in EREs of 150 and 200 mm exceedance since the early 1900s, however there is a lot of variability in recent decades. Earlier studies across multi-decadal scales have shown a similar increasing trend in EREs over the Indian subcontinent (Goswami et al. 2006; Rajeevan et al. 2008). The time varying slopes of NINO4 and IOD can be seen in Fig. 3f–j and k–o, respectively. The influence of IOD has been increasing, while that of NINO4 has been declining, over the last few decades, particularly for the higher exceedance thresholds. The non-stationarity in the influence of NINO4 and IOD on the IM and corresponding EREs is quite clear from DLM—they both point to an increasing influence of IOD on EREs since the 1940s with the slope changing from negative to positive, albeit with a high degree of uncertainty. The influence of IOD on EREs remains consistent across different sources of SST and ENSO indices (Fig S1).

The non-linear relationship between NINO4 and IOD with IM totals was explored by fitting a GAM (Fig. 4, Fig S2 and S3). Based on the DLM analysis, the early 1940s emerged as a turning point in the relationship between frequency of EREs and IOD (Fig. 3). We thus explored the non-linearity of the IM total NINO4–IOD relationships in the two periods preceding and after the year 1941. The associated p values from the GAM models and standard errors of the fitted values clearly highlight that the relationships between ENSO and IOD indices and IM changed after the 1940s (Fig. 4, Fig S2 and Fig S3). A similar changing influence of IOD on EREs (above 150 mm) is also evident during the second half (1942–2011) of the study period (Fig. 3n–o and Fig S1). The changing influence of ENSO and IOD on IM since 1940s remains consistent across different types of ENSO indices. However, this is not necessarily true across different SST sources (Fig. 3 and Fig S3). Overall, it’s evident that the influence of IOD has strengthened in the 1942–2011 period compared to ENSO, whose relationship with IM seems to be more uncertain and more non-linear relative to 1871–1941 period.

In order to investigate the nature of relationship between NINO4 and IOD with EREs, a GAM was fitted to the ERE counts for different thresholds (Fig. 5). As the number EREs are sparse, especially for higher exceedance thresholds, we applied the GAM model to data from the entire time-period (1901–2007). For lower exceedance thresholds (25, 50 mm day$^{-1}$), IOD has an influence on frequency of EREs only in its positive phase, but for higher exceedance thresholds, the positive influence of IOD is evident across the range of the IOD index values (Fig. 5 and Fig S4). Thus, IOD is more important for influencing EREs at higher exceedance levels. Furthermore, for the higher exceedance EREs there is a pronounced non-linear dip in the influence of IOD at the higher end, possibly suggesting...
the inhibiting influence of un-modelled processes or the influence of different physical processes when compared to lower thresholds. Nonlinearities in the relationships are quite apparent from these plots. Positive values of IOD are generally associated with an increase in ERE counts (all results were significant at $p < 0.001$), but for 100 mm and above EREs increase with the IOD index, but flatten out at positive IOD values, suggesting that local or regional drivers in addition to the two ocean–atmosphere phenomena could be influencing occurrence of very high EREs. The spatial distribution of high EREs (Fig S5) indicates that large areas in India (including upper catchments of major rivers) are prone to flooding. Such areas also incorporate large vulnerable populations including major urban centres. Also in urban landscapes pluvial flooding is a major source of concern and can occur at lower rain intensities (Dawson et al. 2008). As urbanization spreads, vulnerability is predicted to increase in these regions.

The DLM and GAM methods provide a robust approach to modelling non-stationarity and nonlinearity in relationships between large climate features and regional precipitation as well as quantifying the uncertainties. Our approaches can be applied to other regions where ocean–atmosphere phenomenon is known to influence precipitation, and thus evaluate any changes in the pattern of rainfall and EREs. Such analysis should be informed by a comparison across different SST sources used for defining ocean–atmosphere indices. This is especially important as the uncertainty about SST data before 1950 is higher.

Our research and results highlight several exciting and challenging questions. Can dynamic models that include IOD as a covariate improve the predictability of monsoon rainfall and its extremes at time-scales finer than annual? Can we map spatially explicit influences of ENSO and IOD for larger regions to identify vulnerable and sensitive areas? Can we identify local and regional factors that influence EREs apart from ocean–atmosphere phenomena? Can long term simulations from GCM models confirm the shifts in the relative role of ENSO and IOD on the IM? The impact of changing climate and weather extremes on future socio-economic welfare and ecosystem responses in India and elsewhere is a major area of concern for adaptation strategies (Easterling et al. 2000; Meehl et al. 2000; Kundzewicz et al. 2008; Reví 2008; Tubiello et al. 2007). Clearly, advances in these questions will make a meaningful difference to the region’s social and economic well-being and the sustainability of its ecosystems and ecosystem services.
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1. Introduction

Drainage basins temporarily store each pulse of rainfall to give a streamflow output more damped than that of the rainfall input.
Acknowledged nonlinear effects of antecedent wetness on rates of subsurface flow (Graham et al., 2010), it is our research hypothesis that additional nonlinearities in rainfall-streamflow response dominated only by subsurface flow may be generated by changes in hyetograph shape. If this hypothesis is valid, it would require explicit model parameterisation or temporal shifts in existing systems model parameterisations to represent and so better simulate streamflow through storms with contrasting conditions. The rainfall intensity regime for a period of contiguous storms is likely to vary with synoptic meteorological typology in time and across the globe. Those in the tropics tend to have greater intensities than those prevailing in temperate regions primarily due to differences in regional convection (Wohi et al., 2012). Equally large variations are seen within the tropics; for example synoptic conditions associated with tropical cyclones tend to have greater average intensities than those associated with local thunderstorms (Francis and Gadgil, 2006; Zipser et al., 2006; Shepherd et al., 2007). To reiterate, non-stationarity in systems model parameters (see e.g., Kundzewicz and Napiorkowski, 1986) characterising rainfall-streamflow responses in subsurface-flow dominated watersheds caused by temporal variations in rainfall intensity regime, would be in addition to those caused by changes in antecedent moisture (or seen in basins with overland flow activation).

While previous studies provide some observational evidence for the potential effects of storm-averaged rainfall on the non-stationarity of hydrograph residence times (Fig. 1ab), the absence of a generic numerical relationship (for basins dominated only by subsurface flow) may be responsible for the lack of a wider recognition of the phenomenon. In part this may be due to the limited range of hydrograph responses and storm-types examined previously (see e.g., Minshall, 1960; Wang et al., 1981; Rodriguez-Iturbe et al., 1982). Consequently, a greater diversity of synoptic meteorological conditions was examined in this study to attempt to quantify the first approximation of a generic relationship between rainfall intensity characteristics and storm hydrograph shape for subsurface-dominated flood responses.

2. Experimental data sets

In this study selected rainfall and streamflow records were those associated with a set of experimental basin systems (each <5 km²) known to be dominated by shallow subsurface paths (sometimes called ‘interflow’), in addition to experiencing a broad spectrum of synoptic conditions. One such system is the South Creek basin in a humid tropical region of Australia (e.g., Chappell et al., 2012). Two other example experimental basins in the tropics (Fig. 2) with hydrograph responses shown to be dominated by shallow subsurface paths, are the Baru basin on Borneo Island (e.g., Kretzschmar et al., 2014) and Saimane basin of the larger Aghanashini basin in India (Bonell et al., 2010; Krishnaswamy et al., 2012). These have contrasting rainfall intensity regimes, with the Baru being dominated by local thunderstorms and Saimane by Tropical Convergence Zone (TCZ) events in the summer monsoon. To capture the effects of typically lower intensity rain-events in temperate regions, three basins from across upland UK are incorporated in the analysis (Fig. 2). The Hafren, Greenholes and Nant-y-Craftlyn basins are dominated by shallow water-paths (Bell, 2005; Chappell and Lancaster, 2007; Jones and Chappell, 2014) and frontal rainfall. Further basin details are given in Table 1. While rainfall-streamflow responses for only six experimental basins are studied, the 16 periods of contiguous storms analysed do cover a diverse range of synoptic conditions (Table 2).

The primary hyetograph characteristic evaluated was the average rainfall depth from all 15-min intervals with measured rainfall in the selected periods of contiguous storms of the same
synoptic type ($I_{WET15}$). Thus 15-min periods recording zero rainfall were excluded from the statistics. This removed the confounding influence of differing durations of dry spells within the selected period of contiguous storms on the calculated rainfall characteristic. This also allows for storms of different duration to be characterised (Brommer et al., 2007). A total of 16 separate periods covering a diverse range of synoptic conditions were selected (Table 2).

For the South Creek basin the periods covered are: tropical cyclone ‘Ivor’; part of the post-monsoon period; part of the Australian monsoon (December–March); and localized convective events (Klingaman, 2012). The southwest summer monsoon in India comprises of several ‘active phases’ caused by distinct synoptic systems that may have differing rainfall characteristics (Francis and Gadgil, 2006). Consequently, for the Saimane basin in India, periods comprising of different active phases within the 2013 monsoon, were selected for the modelling. For the Baru basin on Borneo Island, periods of localized convective rainfall (Bidin and Chappell, 2006) were selected for comparison. For a few 15-min sampling increments within the tropical data sets, rainfall intensities were very high, reaching a maximum of 29.25 mm/15 min (Supplementary Material Fig. S4ab). This maximum value is equivalent to more than 7 tips per minute of the 0.25 mm/tip tipping-bucket raingauge (Mark II Rimco) used at the South Creek basin (Gilmour et al., 1980). The 15-min sampling increments with such high rainfall intensities are likely to give under-estimates of
Table 1
Characteristics of the experimental basins selected to provide the data sets for the 16 periods of contiguous storms.

<table>
<thead>
<tr>
<th>Experimental basin</th>
<th>Name of the period of contiguous storms</th>
<th>Basin area (km²)</th>
<th>Stream order: Strahler method</th>
<th>Dominant soil type</th>
<th>Surficial geology</th>
<th>Solid geology</th>
<th>Land cover</th>
</tr>
</thead>
<tbody>
<tr>
<td>South Creek, Australiaa</td>
<td>Periods 1 to 4</td>
<td>0.3</td>
<td>4</td>
<td>Acrisol</td>
<td>&gt;6 m weathered rock</td>
<td>Basic</td>
<td>Tropical evergreen forest</td>
</tr>
<tr>
<td>Samane, Indiaa</td>
<td>Periods 5 to 8</td>
<td>4.9</td>
<td>3</td>
<td>Nitosol</td>
<td>1-10 m weathered rock</td>
<td>Metamorphic</td>
<td>Tropical evergreen forest</td>
</tr>
<tr>
<td>Baru, Malaysiaia</td>
<td>Periods 9 to 10</td>
<td>0.4</td>
<td>3</td>
<td>Alisol</td>
<td>&lt;3 m weathered rock</td>
<td>Melange</td>
<td>Tropical evergreen forest</td>
</tr>
<tr>
<td>Greenholes, UKc</td>
<td>Periods 11 to 12</td>
<td>1.1</td>
<td>2</td>
<td>Gleyso</td>
<td>1 to &gt;4 m glacial till</td>
<td>Sedimentary (Carboniferous)</td>
<td>Grassland (heather moorland and improved pasture)</td>
</tr>
<tr>
<td>Hafren, UKc</td>
<td>Periods 12 to 14</td>
<td>3.7</td>
<td>2</td>
<td>Histosol &amp; Podzol</td>
<td>0.1 to &gt;10 m solifluxion deposit</td>
<td>Metamorphic (Silurian)</td>
<td>Plantation (conifer) &amp; grassland (heather moorland)</td>
</tr>
<tr>
<td>Nant-y-Craftywn, UKd</td>
<td>Periods 15 to 16</td>
<td>0.5</td>
<td>2</td>
<td>Gleyso &amp; Podzol</td>
<td>1-5 m glacial till</td>
<td>Metamorphic (Ordovician)</td>
<td>Plantation (conifer)</td>
</tr>
</tbody>
</table>

a Gilmour et al. (1980), Chappell et al. (2012).
b FAO UNESCO (2004), Bonell et al. (2010), Krishnaswamy et al. (2012).
c Chappell et al. (1999, 2012).
d Chappell and Lancaster (2007).
e Newson (1976).
f Reynolds and Norris (1990), Jones and Chappell (2014).
g Gregory and Walling (1973).

Table 2
Characteristics of the sixteen study periods and models of effective rainfall to streamflow response identified by the RIVC algorithm.

<table>
<thead>
<tr>
<th>Period</th>
<th>Regimeab</th>
<th>Experimental basin</th>
<th>$I_{WET\text{eff}}$ (mm/15-min)</th>
<th>Modelcd</th>
<th>$K_{f}^{d}$</th>
<th>$T_{C\text{fast}}$ (hrs)</th>
<th>fast%e</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 (Aw)</td>
<td>South Creek</td>
<td>2.0705</td>
<td>[2 2 0]</td>
<td>0.931</td>
<td>0.286 ± 0.004</td>
<td>50.8 ± 10</td>
</tr>
<tr>
<td>2</td>
<td>2 (Aw)</td>
<td>South Creek</td>
<td>1.5656</td>
<td>[2 2 0]</td>
<td>0.855</td>
<td>0.116 ± 0.001</td>
<td>63.3 ± 9.4</td>
</tr>
<tr>
<td>3</td>
<td>3 (Aw)</td>
<td>South Creek</td>
<td>2.0411</td>
<td>[2 2 0]</td>
<td>0.898</td>
<td>0.338 ± 0.002</td>
<td>40.6 ± 3.7</td>
</tr>
<tr>
<td>4</td>
<td>4 (Aw)</td>
<td>South Creek</td>
<td>0.8721</td>
<td>[2 2 0]</td>
<td>0.803</td>
<td>1.360 ± 0.003</td>
<td>19.7 ± 11</td>
</tr>
<tr>
<td>5</td>
<td>5 (Am)</td>
<td>Samane</td>
<td>2.1868</td>
<td>[2 2 0]</td>
<td>0.777</td>
<td>0.355 ± 0.101</td>
<td>59.3 ± 38</td>
</tr>
<tr>
<td>6</td>
<td>5 (Am)</td>
<td>Samane</td>
<td>0.9733</td>
<td>[2 2 0]</td>
<td>0.892</td>
<td>0.444 ± 0.014</td>
<td>37.3 ± 15</td>
</tr>
<tr>
<td>7</td>
<td>5 (Am)</td>
<td>Samane</td>
<td>0.7374</td>
<td>[2 2 1]</td>
<td>0.944</td>
<td>0.578 ± 0.024</td>
<td>32.5 ± 14</td>
</tr>
<tr>
<td>8</td>
<td>5 (Am)</td>
<td>Samane</td>
<td>1.2920</td>
<td>[2 2 0]</td>
<td>0.929</td>
<td>0.270 ± 0.023</td>
<td>46.1 ± 19</td>
</tr>
<tr>
<td>9</td>
<td>4 (Af)</td>
<td>Baru</td>
<td>0.7159</td>
<td>[2 2 0]</td>
<td>0.927</td>
<td>1.702 ± 0.001</td>
<td>65.5 ± 44</td>
</tr>
<tr>
<td>10</td>
<td>4 (Af)</td>
<td>Baru</td>
<td>1.3246</td>
<td>[2 2 1]</td>
<td>0.884</td>
<td>0.830 ± 0.005</td>
<td>65.4 ± 19</td>
</tr>
<tr>
<td>11</td>
<td>6 (Cb)</td>
<td>Greenholes</td>
<td>0.6167</td>
<td>[2 2 0]</td>
<td>0.958</td>
<td>4.605 ± 0.076</td>
<td>74.8 ± 9.2</td>
</tr>
<tr>
<td>12</td>
<td>6 (Cb)</td>
<td>Greenholes</td>
<td>0.7615</td>
<td>[2 2 1]</td>
<td>0.902</td>
<td>2.645 ± 0.043</td>
<td>55.7 ± 6.3</td>
</tr>
<tr>
<td>13</td>
<td>6 (Cb)</td>
<td>Hafren</td>
<td>0.7240</td>
<td>[2 2 3]</td>
<td>0.985</td>
<td>1.475 ± 0.023</td>
<td>42.1 ± 7.4</td>
</tr>
<tr>
<td>14</td>
<td>6 (Cb)</td>
<td>Hafren</td>
<td>0.4822</td>
<td>[2 2 0]</td>
<td>0.947</td>
<td>1.869 ± 0.017</td>
<td>25.8 ± 8.1</td>
</tr>
<tr>
<td>15</td>
<td>6 (Cb)</td>
<td>Nant-y-Craftywn</td>
<td>0.4831</td>
<td>[2 2 2]</td>
<td>0.966</td>
<td>3.209 ± 0.355</td>
<td>52.9 ± 26</td>
</tr>
<tr>
<td>16</td>
<td>6 (Cb)</td>
<td>Nant-y-Craftywn</td>
<td>0.3305</td>
<td>[2 1 2]</td>
<td>0.961</td>
<td>3.581 ± 0.038</td>
<td>66.3 ± 9.2</td>
</tr>
</tbody>
</table>

a Storm-type characterizing the regime in period: 1 Tropical cyclone ivor, 2 post-monsoon period, 3 monsoon period, 4 convective events, 5 Tropical Convergence Zone event, 6 frontal rainfall event.
c Average effective rainfall from all 15-min intervals in the selected period receiving rainfall.
d Model structure is given as the number of [Denominators, Numerators, Pure Time Delays] as in Chappell et al. (2012).
e $K_{f}^{d}$ is the simulation efficiency defined as the variance in the model residuals normalised by the variance in the observed streamflow data.
f $T_{C\text{fast}}$ is the Dynamic Response Component (DRC) of the time constant of the fast response component.
g fast% is the DRC of the percentage of response following the fast component (e.g., Jones and Chappell, 2014). Uncertainty in the $T_{C\text{fast}}$ and fast% values is twice the standard deviation derived from 1000 Monte Carlo realizations using uncertainty information implicit to the RIVC method.

3. Model identification methods

The Refined Instrumental Variable in Continuous-time (RIVC) algorithm (Young and Jakeman, 1979; Young and Garnier, 2006; Young, 2015) was used to capture the dominant modes of response of each period to compare with the $I_{WET\text{eff}}$ statistic. Historically, most rainfall-streamflow models based on transfer functions (TFs) have been discrete-time dynamic models. Discrete-time dynamic models describe a system using differential equations (Young, 2015). These models are generally more
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3. Model identification methods

The Refined Instrumental Variable in Continuous-time (RIVC) algorithm (Young and Jakeman, 1979; Young and Garnier, 2006; Young, 2015) was used to capture the dominant modes of response of each period to compare with the $I_{WET\text{eff}}$ statistic. Historically, most rainfall-streamflow models based on transfer functions (TFs) have been discrete-time dynamic models. Discrete-time dynamic models describe a system using differential equations (Young, 2015). These models are generally more
difficult to estimate, but produce more reliable model parameter estimates where the system dynamics are very fast, i.e., where the dynamics are nearly as fast as the sampling increments in the data. Given the likelihood of short residence times for some of the rainfall-streamflow responses in the selected tropical basins (Chappell et al., 2012), a continuous-time modelling approach was used in this study.

The RIVC algorithm was used to identify model structures and parameters following a three-stage Data-Based Mechanistic (DBM) approach. The first stage of this approach is to apply a large range of mathematical relationships that might capture the dynamics of the streamflow from the rainfall or effective rainfall. Thus the model structures identified are based on those that can describe the dynamics between the observed input data and observed output data; hence the models can be defined as data-based. This first stage is undertaken without making any a priori assumptions about the nature of the processes within the subsurface flow system. It also involves the identification and separate parameterisation of the nonlinear effects on the rainfall-streamflow response caused by changing antecedent subsurface storage between the simulated periods via transformation of rainfall to effective rainfall (Young and Beven, 1994; Chappell et al., 2012; Kretzschmar et al., 2014).

The second stage of the DBM approach involves the rejection of as many of the identified models as possible based upon mathematical-statistical criteria. This involves model rejection based upon: 1/ an unacceptable degree of correspondence between the observed and simulated streamflow (i.e., poor simulation efficiency), 2/ an unacceptable degree of model over-parameterisation (i.e., rejection of models that are more complex than can be warranted by the information contained in the observations), and 3/ the failure of various mathematical diagnostic checks, e.g., models exhibiting unstable behaviour. The third and final stage of the approach is the rejection of mathematically acceptable DBM models that do not have a feasible hydrological process interpretation. For example, a DBM model of streamflow that is a combination of one water-pathway that adds water to the stream and one that removes it, may be valid statistically, but is not considered consistent with perceptual models of streamflow generation systems. DBM models accepted as having a hydrological interpretation can then be defined as mechanistic and therefore, described as data-based mechanistic models.

The DBM approach combined with the RIVC algorithm was used for two principal reasons. First, the constraint on model structural complexity implicit within the DBM approach (so called ‘model parsimony’) limits the range of possible values of each parameter describing hydrograph shape, notably the $\alpha$ parameter(s) (Eq. (1)), thereby reducing its/their parametric uncertainty (Young, 2013). This allows differences in model parameter values between periods to be identified above the uncertainties and so permits a greater degree of process interpretation (Jones et al., 2014). Secondly, it provides an objective method for separating the effects of antecedent subsurface wetness (that are well known) from the effects of storm-period rainfall intensity on the subsurface response. Without an understanding of how storm-period rainfall intensity affects subsurface flow mechanisms directly, it would not be clear how to modify the structure of a physics-based model to simulate this hypothesised phenomenon. The need for mechanistic (or process) interpretation of all DBM models, combined with their acknowledged parsimony, means that they are considered to be a state-of-the-art approach for gaining process understanding of rainfall-streamflow systems (Beven, 2012; Young, 2013; Jones et al., 2014; Beven and Smith, 2014).

It is the derived RIVC transfer function parameter of the time constant (TC or the watershed’s residence time of response derived directly from the $\alpha$ parameter) that translates an effective hyetograph to a hydrograph (Young, 1998; Box et al., 2008). For streamflow generation systems lacking more than a few percent of overland flow, the stepest parts of the hydrograph recession (and associated shortest TC identified) can be interpreted as the rapid response through the soil-water system (Barnes, 1939), i.e., shallow subsurface flow or ‘interflow’ pathway. Periods of contiguous storms were selected for the $r_{eff}$ model and associated $lw_{T15eff}$ determination to give more reliable parameter estimates than can be achieved for single events with their smaller information content (see Seibert and Beven, 2009).

To capture the nonlinear effects arising from different soil moisture storages at the start of each period of observations, the rainfall observations for each period were first filtered to give $r_{eff}$ (rather than $r$) using an additional, optimized model parameter, $p$, following Chappell et al. (2012) and Kretzschmar et al. (2014). Additional temperature modulation effects on the nonlinearity term (see e.g., Young and Beven, 1994) were not included. The sensitivity of the $r_{eff}$ model to the $p$-value was estimated with 1000 Monte Carlo realizations of $p$ over the range 0–1.5 (Supplementary Material Fig. S6).

The RIVC algorithm is available in the CAPTAIN Toolbox for Matlab™ (Taylor et al., 2007). Technically, it implements an iterative Instrumental Variable method for estimation of general transfer-functions that capture the dynamic relationship between the $r_{eff}$ input and streamflow output variables using rational polynomial expressions in operator $s$ in continuous time (Eq. (1), Young, 2015). These can be directly translated in to differential equations forced by $r_{eff}$ (Eq. (2), see e.g., Jones et al., 2014). To emphasise, the more sophisticated continuous-time version of the algorithm was used as it is less sensitive to the adverse effects of under-sampling of flashy tropical systems, compared to the discrete-time versions in CAPTAIN (i.e., RIVD, e.g., Littlewood and Croke, 2013). The risk of under-sampling effects were further reduced by utilizing rainfall and streamflow observations with a 15-min resolution (Jones et al., 2014). The Instrumental Variables (IVs) are the initial estimates of model output that permit unbiased estimation of the model parameters (i.e., $a_1$, $a_2$, $b_0$, $b_1$ and $\tau$ in Eq. (2)). These IVs, along with variables $r_{eff}$ and $q$, are then used within Normal Equations to derive the parameter estimates and their covariance matrices (Young, 2015). Model structure is presented as a ‘triad’ of denominator-numerator-delay within square parentheses, indicating the number of denominator parameters, $den$ ($a_1$ and $a_2$ parameters in the lower part of the transfer function equation), the number of numerator parameters, $num$ ($b_0$ and $b_1$ parameters in the upper part of the transfer function equation) and the number of pure time delays, $delay$ or $\tau$. The form of the model with a second-order $[2 \times 2 \times \tau]$ structure as an example, can be stated in continuous-time transfer-function form, as:

$$q = \left(\frac{b_0 s + b_1}{s^2 + a_1 s + a_2}\right) e^{-s \tau} r_{eff} + \frac{d}{dt} \text{s} $$

where $q$ is the streamflow (mm/15-min), $r_{eff}$ is the effective rainfall (mm/15-min), $\tau$ is the pure time delay between $r_{eff}$ and an initial $q$ response (given in number of 15-min intervals), $a_1$ and $a_2$ the parameters capturing the rate of soil-water exhaustion or residence time (15-min), $b_0$ and $b_1$ the parameters capturing the magnitude of streamflow gain (mm q(mm $r_{eff}$)), $t$ is time in 15-min periods, and $s$ is the Laplace operator (Young, 2015). Alternatively, the model can be expressed in ordinary differential equation terms (ignoring initial conditions):

$$\frac{d^2 q(t)}{dt^2} + a_1 \frac{dq(t)}{dt} + a_2 q(t) = b_0 \frac{dr_{eff}(t-\tau)}{dt} + b_1 r_{eff}(t-\tau) $$

$$+ \frac{d}{dt} \text{s}$$
To allow physical interpretation, this second-order model of streamflow can be decomposed by partial fraction expansion (Jakeman et al., 1990; Young and Beven, 1994) into two parallel, first-order transfer functions:

\[ q = \frac{\beta_f}{s - \alpha_f} e^{-s\tau_{\text{eff}}} + \frac{\beta_s}{s - \alpha_s} e^{-s\tau_{\text{eff}}} \]  

(3)

where \( \alpha_f \) and \( \alpha_s \) are the values (specifically roots of the characteristic equation of the differential Eq. (2)) representing the rate of soil-water exhaustion or residence time of the fast and slow components that comprise the total streamflow generation, respectively (/15-min; see Supplementary Material Table S4), and \( \beta_f \) and \( \beta_s \) the parameters capturing the magnitude of the fast and slow flow components, respectively (mm q/mm \( r_{\text{eff}} \)). Hydrological interpretation of the behaviour of these model stores is then made after calculating the Dynamic Response Characteristics, DRCs (e.g., Jakeman et al., 1993; Jones et al., 2014) of the component transfer functions from parameters \( \alpha_f, \alpha_s, \beta_f, \beta_s \) and \( \tau \) given in Eq. (3). These DRCs include the \( TC \) for each component flow pathway. For the critical fast path this is given as:

\[ TC_{\text{fast}} = -\frac{\Delta t}{\alpha_f} \]  

(4)

where \( \Delta t \) is the time-step in the observations (15-min). The uncertainties in the \( \alpha_f, \alpha_s, \beta_f, \beta_s \) and \( \tau \) values and derived \( TC_{\text{fast}} \) values were estimated using uncertainty information implicit to the RIVC method (Young, 2015) applied in 1000 Monte Carlo realizations.

4. Results and discussion

For each of the 16 periods, 36 possible models were evaluated from first-order models with no pure time delays (i.e., [1 1 0] structure) to second-order models with 8 pure time delays (i.e., [2 2 8] structure). To capture the shape of the (total) streamflow recessions, a second-order model structure was needed for most of the 16 periods analysed and was able to simulate 77.7–98.5% of the observed dynamics (Table 2). The lower simulation efficiency for period 5 (77.7%) may have been caused by differences in the rainfall intensity regime within the period, particularly between the single larger event and the series of smaller events.

For consistency, optimal second-order models were selected for interpretation of all periods. This structure can be expressed hydrologically as two parallel water-pathways (i.e., a ‘fast’ and a ‘slow’ path) within each basin system (e.g., Jakeman et al., 1990; Jakeman and Hornberger, 1993; Young and Beven, 1994; Littlewood et al., 2007; Jones and Chappell, 2014; Jones et al., 2014). The \( TC \) of the fastest pathway (\( TC_{\text{fast}} \)) characterizes the shape of the hydrographs surrounding the critical periods of peak streamflow, and as such is a measure of the ‘flashiness’ of the hydrograph (Table 2). This \( TC_{\text{fast}} \) was shown to be well-defined by the RIVC approach given the narrow uncertainty in the values (Table 2). Fig. 3bd shows this narrow \( TC_{\text{fast}} \) uncertainty in period 4 and 11 as examples, together with the observed and modelled streamflow (Fig. 3ac). The results from all other modelled periods are given in the supplementary material.

Table 2 shows the \( I_{WET15\text{eff}} \) values for each of the 16 periods simulated, while Fig. 4a shows the model-derived \( TC_{\text{fast}} \) values plotted against \( I_{WET15\text{eff}} \). The 16 values, comprising of different periods for the same basin and different basins within contrasting climatic regimes, exhibit shorter \( TC \)s (of the fast response component) for higher values of average rainfall intensity integrated over the 15-min intervals where rain was present (in each period of contiguous storms). This is consistent with the findings of previous studies that have observed faster hydrograph recessions for individual storms with larger hourly rainfall intensities (see Minshall, 1960; Wang et al., 1981; Rodríguez-Iiturbe et al., 1982 and Fig. 1ab). For the first time, however, we demonstrate that a strong monotonic, curvilinear relationship is apparent between \( TC_{\text{fast}} \) and \( I_{WET15\text{eff}} \) for flood hydrographs dominated by subsurface flow (Fig. 4b). For clarification, this first approximation of a power law relationship was derived using the lsqcurvefit and nlpredci functions in Matlab™ on log-transformed data.

In process terms, the \( TC \)s of transfer-functions of subsurface-dominated \( r_{\text{eff}}-q \) systems equate to the change of basin storage within each storm, per change of streamflow generated (i.e., \( dS/dq \)). Consequently, the findings from this study would suggest that for basin systems dominated only by shallow subsurface flow, higher rainfall-intensity regimes deliver more water through the soil-water system to streams within storms rather than accumulate moisture storage within the soil. This effect becomes more pronounced with synoptic systems typically producing lower intensity rainfall, with small changes in the \( I_{WET15\text{eff}} \) statistic producing large changes in the \( TC_{\text{fast}} \). The six periods from temperate UK fall along the steeper part of the relation (Fig. 4ab), suggesting that the flashiness of frontal events in temperate streams may be more sensitive to any systematic shifts in the rainfall intensity regime.
than those of basins with considerably higher rainfall intensities. The observed relationship is given as:

$$T_{\text{fast}} = 0.80297I_{\text{WET15eff}}^{-1.568}; r^2 = 0.69$$  \hspace{1cm} (5)$$

where $I_{\text{WET15eff}}$ is the average effective rainfall integrated over the 15-min intervals with rain of the selected period of contiguous storms (mm/15min), and $T_{\text{fast}}$ is the associated time constant (hrs) of the fast component of a parallel decomposition of a second-order, transfer function defined by the RIVC algorithm (Fig. 4b). With this model, 69% of the variance in the $T_{\text{fast}}$ could be explained by the variance in the $I_{\text{WET15eff}}$ statistic for the 16 periods analysed. The relationship was tested by using the same modelling approach to derive a $T_{\text{fast}}$ value for a different basin during a different monitoring period. For the Nant-y-Bustach basin (UK) over a 25-day period of winter storms an $I_{\text{WET15eff}}$ value of 0.4801 mm/15min and a $T_{\text{fast}}$ value of 4.673 h were derived (supplementary material). The point on Fig. 4a associated with these two values lies within the 95% confidence intervals of the power model shown, and so provides some validation of the relationship. For each basin, the trend across periods affected by different intensity regimes, while less clear (Fig. 4a), was not inconsistent with the general power law observed for the whole dataset.

The same degree of explanation of the variations in the $T_{\text{fast}}$ was apparent if the $I_{\text{WET15eff}}$ was used (Supplementary Material Fig. S10) instead of $I_{\text{WET15eff}}$ (Fig. 4b). Thus application or not of the nonlinearity transform to the rainfall data to account for the effects of antecedent basin wetness (Young and Beven, 1994) does not impact the ability to identify the relationship with hydrograph flashiness. In some contrast, a much lower degree of explanation of the variations in the $T_{\text{fast}}$ resulted when the median rainfall from all 15-min intervals receiving rainfall ($I_{\text{MED}}$) was derived for each period (Supplementary Material Fig. S11). A monotonic relationship was absent between the model parameter $p$ capturing the nonlinearities arising from the antecedent moisture conditions and the derived $T_{\text{fast}}$ values (Supplementary Material Fig. S12). A relationship with $T_{\text{fast}}$ was similarly absent with the geomorphic characteristic of basin area (Supplementary Material Fig. S13); Others have attempted to quantify the effects of rainfall intensity characteristics on the proportion of fast-flow during storms (Hewlett et al., 1977; Logue and Freeze, 1985; Bren et al., 1987); this is equivalent to the fast% values derived in this study and presented in Table 2. The $I_{\text{WET15eff}}$ and $I_{\text{WET15}}$ statistic did not, however, produce any systematic relationship with the modelled fast% values (Supplementary Material Fig. S14). The shape of the stream hydrograph during storm-events (i.e., $T_{\text{fast}}$ or rainfall-streamflow ‘flashiness’) was not examined by these other studies. Furthermore, these studies identified only very weak relationships between rainfall intensity characteristics and the proportion of fast-flow during storms. Better correlations were obtained by Howard et al. (2010), but only after subdivision of the rainfall intensity data into several seasonal periods and classes.

For watersheds with subsurface-dominated storm hydrographs, values of systems model watershed parameters representing the residence time of response (i.e., $T_{C}$) are not varied within the current generation of systems models because of differing synoptic storm type (and associated hyetograph shape). Only the separate effects of changing antecedent basin wetness are incorporated into systems model simulations. If watershed model parameters need to be varied between periods of differing storm-averaged intensity (i.e., $I_{WET15eff}$), as our results would suggest (from evidence initially based on subsurface-dominated systems), then models that do not do this will underestimate the fast residence times (i.e., $T_{\text{fast}}$) in periods of higher than average storm intensity. This would mean that simulations of flood events caused by particularly intense storm systems in a long modelled record will be smaller than observed. Additionally, it may mean that locations where the incidence of flooding is particularly sensitive to discrete periods of higher rainstorm intensity (e.g., flooding associated with convective rainfall cells in Southern England in an otherwise frontal rainfall regime: Hand et al., 2004) may not be highlighted sufficiently.

Given that the form and parameters of the relationship are developed from only 16 data periods for initially subsurface-dominated systems, its wider global applicability requires further evaluation of the identified relationship using many combinations of geomorphic setting, as discussed in the closing remarks. The strength of the relationship identified so far is, however, surprising given the diversity of synoptic meteorological conditions.
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Appendix A. Supplementary data

Supplementary data related to this article can be found at http://dx.doi.org/10.1016/j.envsoft.2016.10.009.
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Executive summary

Trees have been around for more than 370 million years, and today there are about 80 thousand species of them, occupying 3.5 billion hectares worldwide, including 250 million ha of commercial plantations. While forests can provide tremendous environmental, social, and economic benefits to nations, they also affect the hydrologic cycle in different ways. As the demand for water grows and local precipitation patterns change due to global warming, plantation forestry has encountered an increasing number of water-related conflicts worldwide.

This document provides a country-by-country summary of the current state of knowledge on the relationship between forest management and water resources. Based on available research publications, the Editor-in-Chief of this document contacted local scientists from countries where the impact of forest management on water resources is an issue, inviting them to submit a chapter. Authors were instructed to use the following structure:

1. **Introduction**
   Present a brief history of the country’s native forests and forest plantations, describing the past and current natural and plantation forest distribution (map, area, main species), as well as main products produced (timber, pulp, furniture, etc.). Characterize the country’s water resources and main water uses, discussing the key water resource issues. Finally, describe the forest & water issues that are relevant in the country.

2. **Literature review**
   Write a brief review of water-related forest management studies. Include methods (e.g. paired watershed studies, precipitation/runoff relationship, water balance, hydrological modelling, sap flow meters, etc.) and results. End with a section on best management practices utilized or recommended by the country to increase water yield and/or improve water quality.

3. **Politics**
   Discuss key environmental regulations, laws, and policies related to forestry and water, and evaluate how research results have interacted with politics and vice versa, i.e. the creation of new regulations, either enforced by the law, or simply applied by the private sector, to improve water yield and water quality. Also, discuss the role of forest certification systems in managing water quantity and quality.

4. **Climate change and the future of forestry & forest research**
   Evaluate the effects of climate change in the country, especially on water resources, describing how the area occupied by forest plantations is increasing or decreasing, and where. End this section proposing future research and management practices that should be incorporated in the management of forest plantations to improve water quality and water yield.

An excellent group from 13 nations, representing almost half the World’s population, submitted chapters (Argentina, Australia, Brazil, Chile, China, Republic of Congo, India, Malaysia, Peru,
Romania, South Africa, Spain, and United States), making this document a relevant contribution to the current state of water and forestry-related issues, management, and policies worldwide.

Differences in historical forest management, climate, vegetation types and socioeconomic conditions driving the use and management of forests mean that forest hydrology research results vary from nation to nation. This makes it difficult to generalise and extrapolate between countries and regions. What seems to be of greatest importance is the combination of watershed characteristics (size, slope and soils), current and prior land uses and local climates, especially the temporal distribution of annual precipitation and temperatures.

In certain climates, for example parts of Australia, Brazil, Chile, China, India, South Africa, Spain and the USA, where natural grassland, shrublands or land previously cleared for agriculture is replaced with fast growing plantations, streamflows and groundwater recharge are often substantially reduced, potentially creating local conflicts between plantations and other water users. In South Africa and Australia, this has led to introduction of legislation to limit plantation developments in some areas. Conversely, reforestation of degraded agricultural land, especially where soils have been heavily compacted, can sometimes increase dry season streamflows by increasing infiltration rates and may also increase the soil's water holding capacity as well as improving water quality. Consequently, flood mitigation is seen as an important role of forests in some countries.

Whereas once forests were thought to bring rain, it is now well documented that at local scales of tens to tens of thousands of ha, replacement of shallow-rooted vegetation with forest usually reduces streamflow but may improve water quality. Permanent clearing of forest will increase streamflow in some regions, albeit often accompanied by reduced water quality. In the few parts of the world where fog drip is an important hydrologic input, forest clearing reduces water yield. At much larger scales, for example in the Amazon Basin in Brazil and Peru, extensive forests can cycle moisture between the land and the atmosphere so that large-scale clearing of natural forest may have detrimental effects on regional and national water cycles.

In many countries, including Brazil, Chile, China, India, Malaysia, Peru, Romania, and Spain, deforestation and soil degradation have created water quality problems, which are now being addressed, or will need to be addressed through reforestation. In China, for example, extensive areas of highly erodible soils have been reforested. However there may be a trade-off between improved water quality through soil restoration and reduced water yield, unless rainfall occurs only during winter months, as is the Chilean case.

Fire in forests can create concerns over water quality, and less commonly, water yield. In Australia, Spain and the USA, fire seasons are becoming longer and more extreme due in part to combinations of drier and warmer climate. Forest management to reduce fire risk and the associated detrimental effects of wildfire on water quality, is now an important consideration in these countries.

Based on the information provided, the countries with the closest links between forest hydrology research and policy-making are Australia, Brazil, China, South Africa, and United States. However, in most of the remaining eight countries, research and political initiatives are rapidly advancing. Importantly, most countries have invested resources and research into climate change adaptations, including its effects on forests and water interactions. In many countries there is still a clear lack of connection between research results and effective forest management policies, a topic that urgently needs to be addressed.

Generally speaking, conflicts between forests and water are increasing worldwide, and future research should focus on how to solve current and future conflicts, considering local climates. As agriculture, mining, and urbanization continue to grow, it is expected that the demands for water resources will increase, leading to more conflicts. However, demands for forest-related products will also increase. Furthermore, the establishment, conservation, and management of forests are tasks that most countries should focus on, in order to ensure healthy watersheds. In this sense, activities such as reforestation, afforestation, and land restoration represent a key factor for the future, since worldwide millions of hectares are deforested every year, with many of them becoming deserts.
Before concluding, it is worth mentioning gender mainstreaming, even though the topic has not been the focus of this work, when remarking the importance of strengthening forests’ as an effort to work towards poverty reduction, biodiversity conservation and sustainable development.

Though gender analysis of forest management for water resources is country specific, generally countries have a clear differentiation between the roles of men to those of women, as typically men are in charge of harvesting and manufacturing wood products, whereas women focus more on fruit collection or similar less intense tasks.

A study released by the International Union for Conservation of Nature (IUCN) in the International Year of Forests, 2011, concludes that men and women have different yet complementary knowledge, use and management of the forests. Therefore, in order to achieve sustainable use of forest and land resources, both women and men’s needs, knowledge and experience must be valued and considered. This work suggests that despite there has been progress in women’s access to education employment opportunities in development countries, there is still a marked disparity in forest education, employment and career perspectives in forestry. Results indicate that women have poor access to training programmes, official-decision making process as well as property rights of forests. On the other hand, women play an important role in forest resource management and conservation due to their close dependence on forest resources for subsistence (fuelwood, fodder, herbal medicine among others) and income.

A greater focus by future research on the interaction between forest management, water management and gender issues can help to better understand their interconnection and to identify ways to strengthen the management of both resources while fostering gender equality.
Chapter 7. Forest Management and Water in India

Jagdish Krishnaswamy

(7.1 Introduction)

India underwent a major transformation of its landscape and land-cover after approximately 1860, when large parts of the country came under the British Colonial rule (Gadgil and Guha, 1993; Goldewijk and Ramankutty, 2004; Kumar, 2010), spurred by demands for timber destined to shipbuilding, railways, expansion of agriculture, and plantations for tea, further continuing in the post-independence period for dams and reservoirs, agricultural expansion, and refugee resettlement.

It is estimated that in the period 1875-1900, roughly one-third of India was cultivated, an equal expanse was forested, and about twenty percent of the land was grassland and savannah-woodlands (Lynch and Talbott 1995; Sivaramakrishnan, 2009).

Overall estimates of deforestation are between 40%-50% of original cover lost between 1860s and 1990s. However, according to Laurance 2007, India has already lost nearly 80% of its original native forest cover. Using the best available datasets, his analyses suggest that the remaining native forests in India are declining at a rapid pace, from 1.5% to 2.7% per year.

According to data from Global Forest Watch (www.globalforestwatch.org), approximately 100,000 hectares of forest were lost from Arunachal Pradesh, between 2001 and 2013, representing more than one percent of the State’s entire area.

A report on the forest cover of Arunachal Pradesh, which is India’s last remaining massive forest landscape, noted that 70 percent of the state was forested in 1988. By computing projected population growth and its resultant resource extraction pressures, the study estimated 50 percent of the State’s forests would be lost by 2021 (Menon et al. 2001).

Regional case: The Western Ghats land-cover change

The Western Ghats is one of the global biodiversity’s hotspots and it is an area where some rigorous estimates of forest loss and conversion are available. Menon and Bawa (1997) estimated that out of 81,870 km² of the southern Western Ghats in Karnataka, Kerala and Tamil Nadu, there was a loss of 40% of the original forest and scrub between 1920 and 1990.

Jha et al. (2000) estimated changes in forest cover between 1973 and 1995 in the southern part of the Western Ghats using satellite data. The study area of approximately 40,000 km² showed a loss of 25.6% in forest cover over 22 years. The dense forest was reduced by 19.5% and open forest decreased by 33.2%. As a consequence, degraded forest increased by 26.64%.

By the 1990s, estimated forest cover in India was 20%. According to FAO (2006), the area under forests and other wooded land in India has increased from 63.93 mha in 1990 to 67.70 mha in 2005. Thus, FAO estimates do not significantly differ from the Forest Survey of India (fsi.nic.in) estimates.

State of India’s forests

Periodically, the Forest Survey of India publishes statewide forest cover estimates based on automated algorithms using remotely sensed data. A study by Puyravaud et al. (2010) suggests that India has some of the globally most imperiled forests. They state that even as the Forest Survey of India recently announced that forest cover in India had expanded by nearly 5% over the past...
decade, this is misleading. They state that methodology fails to distinguish native forests from tree plantations, which are often monocultures of exotic species.

They estimate that, since the early 1990s, tree plantations have expanded in India at an estimated rate of roughly 15,400 km²/year. Subtracting plantations from total forest cover shows that native forests in India have declined by 1.5%–2.7% per year.

7.2 Literary Review

The large scale transformation of India and loss of forest cover raised concerns about the hydrological consequences of these, and while the early discourse was dominated by the effects of this on rainfall, increasingly the effects of land-cover and land-use change within forests on stream flows and sediment load became an area of policy and management interventions by the colonial Forest department. As loss of forest cover mounted, earlier discussions were dominated by the “dessicationist” discourse, a concern about how loss or degradation of forests could reduce rainfall and was also articulate about the “sponge” functions of intact forests (Saberwal, 1999).

The first empirical enquiry into the role of forest cover on sub-surface flows was a “space for time” type of substitution study by Pearson (1907), who measured depth to groundwater in wells located inside and outside forests, and found that depth was 4.74 deeper under forests than outside (Figure 1), perhaps the first empirical study of evapotranspiration by forests in India, even though its value was not recognized as such at that time, even by the author (Saberwal, 1999). Pearson’s study took place in Ghodra Forest Range in Panchmahals, what is now “Gujarat”. As previously mentioned, the depths to groundwater was shallower under the non-forest site (100m outside a forest) compared to the well in the forest (1200m inside a mixed teak forest) and was much more responsive to rainfall as well. The measurements were taken early in the morning to avoid any effects of water abstraction by local people.

The difference in depths to groundwater between forest and non-forest Wells from Pearson’s data (Pearson, 1907) was used as a crude index of forest evapotranspiration and the results are consistent with what we know about phenology and evapotranspiration of a dry deciduous forest, with least ET during dry months (January through June), when moisture is limiting, leaves are progressively being shed, and ET is highest during the Monsoon and early post-Monsoon period (July-December), when moisture is available (Figure 2).
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India’s first forest hydrology experiment

The consolidation of British colonial administration over the hill and mountain forests of what is now Himachal Pradesh soon after 1865 empowered the government revenue and forest departments with their separate and often conflicting agendas and interests to manage forest resources. This invariably resulted in control over those dependent on them for their needs. One such group of people is the nomadic pastoral communities that ascended with their flocks of sheep and goats to grazing areas near and above the tree line in summers, descending to lower elevation forests during winters. In 1923, a hydro-electric project was constructed at Barot on Uhl River, in what was then the Punjab Himalayas (Saberwal, 1999; and references therein).

Upstream of this site was the Chota Bangahal catchment in The Western Himalayas, in what is now Himachal Pradesh, covering approximately 283 km² between 2133 m.o.s.l. to over 4900 m.o.s.l., largely forested with high elevation meadows, and some permanent snow cover was the site of an interesting forest hydrologic experiment between 1934 and 1947. In this period, grazing by over 95,000 sheep and goats was stopped, and river discharge and rainfall gauged (see Figure 4). It was fitted a regression model to this data and annual winter rainfall explained 40% of the variability in winter discharge (p<0.02). This study was discontinued in 1947 to the detriment of the field of hydrology in India (Saberwal 1999, and references therein).
Hydrologic services

While explicit reference to the term “hydrologic services” is relatively new in India, the concept has been in practice for a long time. One of the earliest examples of a policy decision in India, specifically recognising and valuing hydrologic services, dates back to 1899. The Periyar River in the princely state of Travancore (now in Kerala) was dammed in 1895 to irrigate drylands in Madras Presidency (now in Tamil Nadu). The catchment area upstream of the dam was gazette as a protected sanctuary. Threats to forest cover from the expansion of tea plantations led to the designation of “wildlife sanctuary” to the catchment area of the reservoir, mainly to regulate the sediment inflow into reservoir.

Another well-known example of managing natural systems for the provision of hydrological services was the conservation of forests to protect water sources of Shimla town from pollution and degradation. This was carried out for many decades in the 19th and 20th century, leading to the establishment of the “Shimla water catchment sanctuary” in 1958, under the Municipality of Shimla.

The Plantation era

In the last 150 years, the need for timber and wood-based raw materials led to the establishment of tree plantations on grasslands, converted natural forests, and degraded natural forests. The species consisted of both native species (such as Teak and Sal, but sometimes planted in sites where they were not originally dominant, especially for former species), as well as exotic species from around the world, especially eucalyptus and acacias from Australia.

According to Ravindranath et al. (2006), the area under forests and other wooded land in India has increased from 63.93 mha in 1990 to 67.70 mha in 2005, and if one considers that some deforestation was still occuring in this period, the increase in area under plantations would be even more significant. The authors found that this is similar to estimates from the Forest Survey of India. The estimated cumulative area afforested in India during the period 1980-2005 is about 34 mha, at an average annual rate of 1.32 mha (Ravindranath et al 2008), suggesting that India is one of the globally significant leaders in afforestation and reforestation. A series of studies that are briefly described here were in response to questions related hydrologic effects of tree plantations at various stages of their growth.

India’s first paired catchment studies

A pair of small forested catchments (Sal forest clear-felled in 1955 and allowed to regenerate and described as “brush”) near Dehradun were calibrated for 8 years (1961-1968) (Gupta et al. 1980). One forested watershed was then clear-cut and re-afforested with Eucalyptus trees. The flow-recording gauge did not function in the first year after cutting but, subsequently, they estimated that reforestation resulted in 28% reduction of streamflow and 73% reduction in peak flows (see Figure 5).

Curiously, many researchers in this period who reviewed the results from such studies did not seem to be aware or under-played the major role of transpiration in determining hydrologic response as evident in this statement: “Some hydrological responses such as soil and water loss through runoff, interception, infiltration, and soil moisture under different forest influences in experimental basins of India were reviewed. These studies show that the moisture regime of basins can be improved with reforestation and controlled grazing, thus improving the productivity of the land and mitigating the effects of droughts and floods”. “Rainfall, being the primary source of all water, is influenced in its disposal by the vegetation through interception by the plant canopy and its infiltration into the soil, parts of which go to deep percolation, to streamflow and to channel flow, thus influencing the moisture regime both within and outside the soil profile” (Gupta et al. 1980). To their credit, the authors don’t end the review with some possible questions about transpiration demand of trees and
its effects on hydrology. Overall, the emphasis was on peak-flows reductions, and rarely was there an emphasis on low flows or dry-season flows. Furthermore, the size of the catchments studied were often too small in relation to the prevailing climate to sustain perennial flows and this was a constraint that prevented researchers to understand the effects of afforestation on low flows and to better understand evapotranspiration.
emphasis shifted to see the impacts on low flows and reduction in hydrologic services (i.e. hydro-electric power generation).

In addition to the above, Samraj et al. (1977) and Sharda et al. (1998) reported that conversion of grasslands into bluegum plantations reduced annual water yield by 16% during the first rotation and 25.4% during the second rotation, i.e. first generation coppiced bluegum. Moreover, Sikka et al. (2003) emphasized the domination of sub-surface pathways and their implications on low flows. These studies were the first in India to clearly demonstrate at a catchment scale the effects of varying transpiration demands of trees as a function of size-class and age.

The Himalayan experience

The "Kumaon school" of ecosystem ecologists was pioneer in India, in terms of taking a comprehensive view of hydrologic processes, sediment production, and nutrient cycling, all related to the complex vegetation and litter characteristics in the Himalayas (e.g. Pandey et al. 1983, Pathak et al. 1985). They were the first to report that rainfall represented an important source of nutrient cations to ecosystems. Average overland flow was often below 1% of the total incident rainfall, indicating that these catchments are "subsurface flow systems", attributing sediments to large landslides rather than overland flow (Singh et al. 1983).

Negi et al. (1998) reviewed some aspects of partitioning rainfall into interception, stem-flow, and throughfall across species in the Central Himalayas, concluding that interception from conifers was as high as 30%, compared to 20% or lower in broad-leaved species. Furthermore, the authors emphasized that sub-surface flows are more relevant in the Himalayan systems. Similarly, Pathak et al. (1985) noted the influence of species on streamflow, throughfall, and interception, concluding that interception was between 8.1 to 25% of rainfall. They also conclude that overland flow was low for all forests and that forest hydrology is dominated by subsurface flow systems and, consequently, they are particularly susceptible to the effects of deforestation on the hydrologic cycle. In their words, after deforestation the pathways could shift more towards overland flow. However, infiltration rates reported in Himalayan studies are generally high, and overland flow is rare. For example, Rai and Sharma (1998) also report very low overland flow in agro-forestry systems compared to agricultural areas on Eastern Himalayas.

Reportedly, the first hydrological monitoring station in the Himalayas in an undisturbed Pine forest catchment of 1.1 km$^2$, at an elevation of 1,615 m.o.s.l. in Central Himalayas, was established by Kumaon University and Oxford Polytechnic at Almora in 1987 (Haigh et al. 1990). The analyses of hourly data from a Himalayan forested catchment were a pioneer contribution from this study. They reported that discharge response to rainfall was quick, within an hour. They also state that "It is, of course, no coincidence that most flow minima are achieved in the late afternoon, when both evaporation and transpiration rates are the highest". To the author's knowledge, this is the first study to explicitly report diurnal cycle in streamflow in India, attributed to evapotranspiration.

Direct measurements and modelling of transpiration and evapotranspiration

The growing concern over the negative effects of Eucalyptus, which was planted all over India, required rigorous measurements of transpiration at the scale of trees and tree-stands. Pioneering independent work by Kallarackal et al. (1997a, 1997b) and Calder et al. (1986, 1993, 1997, 1998), indicated the plasticity of transpiration rates by eucalyptus in response to moisture availability, with annual rates exceeding the total rainfall in semiarid sites, where tree roots had access to groundwater. Stomatal conductance measurements showed that the increase in atmospheric vapor pressure deficit induced stomatal closure and was possibly regulated by leaf-water potential. Kallarackal’s (1997a, 1997b) results from a 4-year-old coppiced plantation showed that water loss from plantations ranged between 2.5 and 6.5 mm day$^{-1}$, depending on the season, estimating annual transpiration to
be over 90% of precipitation. The authors concluded, from photosynthesis measurements, that the dry season did not affect photosynthetic rate on a leaf unit area basis. However, the collaboration between ecophysiolgists working on individual trees and wood stands, and catchment hydrologists, in this period could have been very fruitful but it did not occur.

The beginnings of ecohydrology in India

A series of studies using both rigorous measurements and modeling in the last fifteen years, located in humid Western Ghats and dry forests east of the Western Ghats in Karnataka, have added much to our knowledge of hydrologic processes and hydrology from evergreen and deciduous forests. These include the first observations of the relevance of large macro-pores or soil pipes (Putty and Prasad 2000), a distinct feature of humid forests and converted sites in Western Ghats, in determining runoff responses, which is sub-surface but very quick, and could be confused with overland flow by cursory examination of hydrographs. The above brought into question the relevance of assuming "average" infiltration characteristics of any landcover type based on limited measurements. Putty and Prasad (2000) also suggested that afforestation activities could damage soil pipes, resulting in substantial overland flow, a new mechanism for generating surface runoff.

The pioneering work of Sekhar et al. (2004) in a semi-arid region, combining well observations and groundwater modeling, showed that groundwater regimes are quite independent of surface catchment boundaries and that over-exploitation of groundwater in agricultural sites could be resulting in deeper groundwater levels under forests in neighbouring basins; this was further supported by simulations and observations in the forest itself.

Hydrologic measurements in the dry forests east of the Western Ghats was initiated for the first time (~2003) by two projects, which were Indo-UK and Indo-French collaborative projects led by ATREE, National Institute of Hydrology-Belgaum and IIStc, respectively. The ATREE team indicated the difficulty of selecting catchments of sufficient size for hydrologic studies as even in protected streams with checkdams (Krishnaswamy et al. 2006a, 2006b), sometimes to create water-holes and ostensibly to trap sediment.

Measurements of soil properties and infiltration in Bandipur revealed that the density of human and cattle trails has a major impact on increasing surface runoff in degraded sites (Mehta et al. 2008). The trails occupied a small part of the landscape but had a major impact on runoff because such hydrologic variable is a very small percentage of the total annual hydrologic budget to begin with. Catchments with a higher length of trails and roads showed distinct responses to rainfall, compared to sites with lower density of trails. They estimated that 7-h rainfall events will cause the trails to generate Hortonian overland flow just about every year, but will rarely result in Hortonian flow from the off-trail areas. They show that trail density is also higher in degraded watersheds, thereby increasing the chances and contribution of Hortonian flow in storm runoff events.

In the humid parts of the Western Ghats, infiltration measurements took place in the late 1990s across diverse forest plantations and soil types up to 1.5m. Subsequently, the determined K* was then linked to rainfall intensity–duration–frequency (IDF) characteristics, to infer the dominant stormflow pathways (Bonell et al. 2010). This study revealed that plantations still retained the “memory” of multi-decadal use and that Black soils (Vertisols), had low permeabilities irrespective of land cover. Furthermore, only the natural forest surface soils had permeabilities high enough to cope with intense rains (one in 25 or one in fifty year storms).

The Indo-French collaborative work in the 4.1-km² Moolehole experimental catchment in the sub-humid Bandipur forests (Figure 6), has added much to our knowledge of ecohydrology of semi-arid forests in India. In these forests, which are globally recognized for their large mammal wildlife (especially tigers and elephants), the estimated evapotranspiration is between 80 and 90%, and recharge to groundwater from both direct and indirect flashy streamflow is typically less than 10% of annual rainfall. Furthermore, the deep regolith is a major water reservoir that provides up to 100 mm
of water for transpiration by trees in a region where rainfall is only 800-1000 mm yr\(^{-1}\). Their work also suggests that regolith depth variability is an important determinant of groundwater table response to rainfall. One could extend this further and suggest that vegetation access to water itself is a function of regolith depth. Figure 7 shows the trends in Bandipur MODIS, indicating a significant decline in leaf area during recent years, with average and one-standard-deviation intervals (based on spatial variability across the 1 km\(^2\) pixels, covering 130 km\(^2\)).
Previous work had established dependence of trees in this site on stored groundwater in the regolith and also possible movement of groundwater from this area to a neighboring agriculture basin, where groundwater extraction is very high. Observations and simulations suggest that groundwater levels may have dropped by 4.5 m between 2004 and 2008 (Ruiz et al. 2010).

Sekhar et al. (2004) reported that exploitation of groundwater in the agricultural areas outside the forest was potentially affecting groundwater levels in a neighboring basin in the Bandipur forests. Whether the negative trends canopy biomass in the Bandipur area shown in Figure 7 are due to loss of access to groundwater, is something that needs to be investigated. If this was the case, forests in semi-arid parts of India, adjacent to over-exploited agricultural areas, could suffer ecohydrological and ecological degradation. Furthermore, groundwater levels in observation wells became deeper after around 2004, suggesting possible stress to deep-rooted trees, which depend on groundwater to survive.

The Indo-UK collaborative project looked at (1) remnant tropical evergreen forest (NF), (2) heavily-used former evergreen forest, which now has been converted to tree savanna known as degraded forest (DF), and (3) exotic Acacia plantations (AC, Acacia auriculiformis) on degraded former forest land.

In the humid Western Ghats, land cover differences translated into distinct hydrological responses at various temporal scales (Krishnaswamy et al. 2012): on an annual scale, Natural Forests (NF) converted 28.4% ± 6.41 (st. dev.) of rainfall into total streamflow, in comparison to 32.7% ± 6.97 in Acacia plantations (AC) and 45.3% ± 9.61 in degraded or multiple use forests (DF). However in terms of quickflow, the degraded site had he highest and the natural forest the lowest. Delayed flow was most evident in the natural forest. Their analyses suggested the existence of alternative stormflow pathways with multiple lags, with peaks occurring between ~12 and 24 h. Their cross-correlations and lag regression approaches indicate a lag of 4 h in NF, compared to respective bimodal peaks at 1 and 16 h in AC, and 1 and 12 h in DF. The long time lags for NF are especially suggestive of deep sub-surface stormflow and groundwater, as the contributing sources to the storm hydrograph. They further speculate that “As potential and actual evapotranspiration is likely to be depressed during the monsoon, differences in streamflow and runoff responses between land cover types is largely attributed to differences in soil infiltration and hydrologic pathways”, although no direct evidence is presented. However their study was a space for time substation type, and attributed differences to land cover effects between sites, with different current land cover/land use to be interpreted with some caution.

In the Western Ghats of India, the Indo-UK team (Krishnaswamy et al., 2013) examined the hydrologic responses and groundwater recharge and hydrologic services linked with the three ecosystems mentioned above (1 Instrumented catchments ranging from 7 to 23 ha), representing the three land covers (3 NF, 4 AC, and 4 DF, in total 11 basins). They were established and maintained between 2003 and 2005 at three sites in two geomorphological zones, Coastal and Up-Ghat (Malnad). Four larger (1-2 km²) catchments downstream of the headwater catchments in the Malnad, with varying proportions of different land covers and providing irrigation water for areca-nut and paddy rice were also measured for post-monsoon baseflow. They observed higher frequency and longer duration of low-flows under NF, when compared to the other more disturbed land covers. Groundwater recharge was estimated using water balance during the wet season in the Coastal basins under NF, AC, and DF, with values to be 50%, 46% and 35%, respectively, whereas and in the Malnad it was 61%, 55%, and 36%, respectively. Soil water potential profiles using zero flux plane methods suggest that during the dry-season, natural forests depend on deep soil moisture and groundwater. In some of the same sites, Venkatesh et al. (2011) reported that significant differences in soil moisture with depth were observed under forested watershed, whereas no such changes with depth were noticed under acacia and degraded land covers, hinting at dependence of deep-rooted natural forests on deeper sources of moisture, compared to shallow rooted systems.

Catchments with higher proportions of forest cover upstream were observed to sustain flow longer into the dry-season. These hydrologic responses provide some support towards the "infiltration-
evapotranspiration trade-off” hypothesis, in which differences in infiltration between land cover and evapotranspiration determines the differences in groundwater recharge, low-flows, and dry-season flow (Bruinjzeel 2004). Groundwater recharge was most temporally stable under natural forest, although substantial recharge occurred under all three ecosystems, which helps to sustain baseflow in rivers of higher order downstream.

7.3 Politics

Forests and wildlife are on the concurrent list in India and both federal (centre) and states can make laws and policies based on them. The National Forest Policy (1988) explicitly mentions protection of forests for soil conservation and catchment of rivers and reservoirs. These include the various Forest Acts in the state and the central Forest Conservation Act (1981) that requires central permission for diversion of forest land in development projects. There is also provision for protection to upper catchments in hill areas due to state government legislation, such as the Tamil Nadu Hill Areas (Preservation of Trees) Act.

The Wildlife Protection Act (1972) allows for manipulation of vegetation and water bodies inside protected areas (over 5% of India), authorized by the Chief Wildlife Warden of the state if it is to the benefit of wildlife. A 1991 amendment to the Wildlife Protection Act specifies that, in wildlife sanctuaries, the chief wildlife warden must certify that any manipulation does not harm wildlife, and that the manipulation needs to be approved by the state government. Under this legal and management umbrella, streams have been dammed, fire-lines cut, grasslands maintained through management, old tree plantations thinned, and weeds or invasive species cleared: all of these have implications on forest hydrology.

Under the 1972 Act, one could argue that manipulation of water resources or vegetation that directly or indirectly harms any protected species, including aquatic species, is prohibited within protected areas and to some extent outside. Sec 29 states that “No person shall destroy, exploit, or remove any wildlife, including forest products, from a sanctuary, or destroy, damage, or divert the habitat of any wild animal by any act whatsoever, or divert, stop, or enhance the flow of water into or outside the sanctuary, except under and in accordance to a permit granted by the Chief Wildlife Warden, and no such permit shall be granted unless the State Government is satisfied in consultation with the Board that such removal of wildlife from the sanctuary or the change in the flow of water into or outside the sanctuary is necessary for the improvement and better management of wildlife therein, authorises the issue of such permit”. Thus, manipulation of forest and grassland vegetation that indirectly changes the hydrology to the detriment of riparian vegetation of aquatic or terrestrial wildlife is not allowed. However, so far this legal protection for maintaining ecohydrology for the benefit of endangered species has not been invoked to influence forest management practices, but could be used by civil society to legally challenge habitat manipulation that changes ecohydrology.

In 1996, the Supreme Court of India in a landmark judgement based on a citizen’s petition, banned the felling of trees without central permission on public or private land that could be defined as “forest”. Although it was motivated by the need to stem deforestation, this had and still has implications for any large-scale removal of trees, including invasive or exotic species, even for desirable changes in forest hydrology.

In the state of Tamil Nadu, the government has acted upon a recent ruling of the Madurai High Court (informed by growing realization of the ecological, and to some extent hydrological, consequences of large scale wattle and eucalyptus plantations in the montane grasslands) is cautiously pursuing a policy of experimental removal of these exotic tree plantations.

Finally, in terms of legal aspects of forest-water issues, the recent setting up of the National Green Tribunals under the National Green Tribunal Act (2010), created under an Act of the Parliament of India, enables the creation of a special tribunal to handle the expeditious disposal of the cases pertaining environmental issues. It draws inspiration from the India’s constitutional provision of Article
7.4 Climate change and the future of forestry & forest research

Green India Mission
The National Mission for Green India (GIM) is one of the eight Missions outlined under the National Action Plan on Climate Change (NAPCC). Currently under this programme, India is planning to reforest and restore 10 million hectares in both existing “degraded” forest and non-forested areas as part of the Green India Mission to sequester carbon and help regulate atmospheric CO$_2$ concentrations. However, we know very little about the synergies and trade-offs between carbon and water cycles, and how this is influenced by phenological responses that are driven by changes in climate, both historical and in the future. Establishing monitoring sites to assess the impact of afforestation, especially in semiarid ecosystems, should be a priority and encouraging restoration of grasslands and savannah-woodlands rather than dense tree-plantations should be considered as part of the experiments that would hopefully lead to changes in policy and management.

Invasive species in India’s forests: A major threat
Across India, forests have been transformed by invasive species (Singh 2005, Kohli et al. 2006, Hiremath and Sundaram 2005, Kannan et al. 2013). This is particularly evident in sub-humid forests. Species such as Lantana (Figure 8), which is a significant part of the biomass on a per-unit-area basis, could potentially have changed soil moisture regimes through evapotranspiration. The impact of Lantana on linked plant carbon and water relations, and the effects of it on forest hydrological responses should be investigated urgently.
Climate change, climate variability, and Indian forests

The Indian Monsoon systems are changing with shifts in the role of ocean-atmosphere phenomena such as ENSO and Indian ocean Dipole. Additionally, it has been observed a decrease in the Monsoon since the 1950s, but rainfall events are increasing (Krishnaswamy et al. 2014, Guo et al. 2015). Some of these trends are poorly simulated by climate models thus increasing uncertainty about future trends. However, even though there is uncertainty about precipitation, there are no doubts about warming trends, especially in the Himalayas (Shreshta et al. 2012). Browning has been reported in the Himalayan forests in recent decades in response to warming (Krishnaswamy et al. 2014) and supported by ground-observations of leaf-water potential in dry years (Singh et al. 2006); the implications of these for eco-hydrology in the Himalayas needs investigation. Figure 9 shows the findings of Krishnaswamy et al. (2014) on browning trends in the Himalayas. Andermann et al. (2012) reported a deep ground-water reservoir in the Himalayas that regulates streamflow at larger spatial scales. They infer that water is stored temporarily in a reservoir with a response time of about 45 days, hinting at the role of fractured basement aquifers. How warming and precipitation changes will alter the role of Himalayan forests in hydrology (see Figure 10) at different temporal and spatial scales, and whether this groundwater contribution to streamflow will alter in the future is unknown.
The way forward

India and its scientific institutions have lost excellent opportunities to become world leaders in experimental hydrology and eco-hydrology, especially given the long history of the Indian Forest Service and the Forest Research Institute, besides other institutions. Even when some sites were setup by dedicated researchers, they were not maintained beyond 5-10 years. We need to foster a culture of collaboration and shared sites to restore forest hydrologic research to international standards in India.

The failure to maintain long-term monitoring sites in different eco-climatic zones of the country is one of the reasons for our inability to predict future hydrologic responses to land-use and land-cover changes, as well as climate change and other aspects of global change such as nitrogen deposition and aerosols and pollutants. It is obvious that we must quickly establish hydrologic observatories in diverse natural and managed ecosystems at various spatial scales. The entire network of gauging stations maintained by the Central Water Commision (CWC) and state agencies must be open to scrutiny for quality control, especially their rating curves, and calibrations. If we do not improve the quality of data collection at state managed gauging stations, Indian hydrology will be the loser, as no amount of sophisticated modeling can make up for poor quality data. Monitoring of both ground and surface water and soil moisture linked to hydrologic response from transpiration in trees to catchment response at larger scales linked to high-resolution, remotely sensed time-series, should be initiated in different eco-climatic zones immediately. New techniques such as salt-dilution and continuous monitoring of electrical conductivity offer good alternatives to stream gauging in remote sites in the Himalayas (Figure 11).

![Figure 11. Linking tree water functions with catchment hydrology is an important way forward for ecohydrologists in the Himalayas and the Western Ghats in India (e.g from author’s and his student Manish Kumar’s instrumented sites in Sikkim, Eastern Himalayas). Photos by: Manish Kumar.](image)

Institutions such as the Ministry of Earth Sciences and state agencies should set aside resources for long-term maintainance of well-instrumented catchments by research institutions and NGOs, which are already in existence. There is an urgent need to train and empower NGOs and local communities to monitor streams and wells with simple but rigorous techniques, as India is very diverse and we need to generate base-line information quickly. Citizen science can play a big role in complementing what detailed hydrologic studies can accomplish.

Finally, India needs a culture of collaboration among hydrologists, with links to experienced hydrologists abroad and establish hydrologic observatories that cater to a range of disciplines and techniques and reach out to communities whose water resources are under threat.
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